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Abstract, The paper deals with noncooperative games in which each 
player has some number of criteria measuring his payoff. A decisic;n1 sup­
port system is considered as a computer-based tool that allows the play­
ers to make an analysis of the conflict situation, taking into aecount 
their preferences. The analysis can be done using an interactive, learning 
procedure utilizing methods of multicriteria optimization. An algorithm 
supporting analysis of payoffs in the multicri teria game and derivation of 
the best response· strategies satisfying preferences of the players is pro­
posed. The reference point approach with application of the respected 
achieveme1it function is ·used in the ii1teractive procedure in which payolfs 
of players are calculated closely td their preferences: The algorith;n uti­
lizes new theoretical results of the theory of noncooperative games. The 
results presented in the form of theorems include parametric character­
ization of the multicriteria gains representing preferences of the players 
and show relations among equilibria in the multicriteria games and the 
respective classical games. 

Keywords: multicriteria noncooperative games, noncooperative equi­
librium, multicriteria decision making, decision support systems 

1 Introduction 

Decision support problems in the case of conflict situations that can be 'described 
as multicriteria noncooperative games are discussed in the paper. The general 
theory of noncooperative games has already been intensively developed starting 
from fundamental papers by Nash and after him by Arrow, Debreu, Hurwicz, to 
mention only the precursors of the theory. In the references only selected papers 
are mentioned: Nash [14], [15], Arrow and Debreu [1], Arrow and Hurwicz [2], 
Aubin [3]. The last of the references includes a broad bibliography on the subject. 
The theory has been developed as a mathematical background for analysis of 
conflict situations under the assumption that each player has an explicitly given 
one-dimensional utility function measuring his outcome. 

In practical problems, it is typical that a player deals with not one but with 
several criteria which he would like to satisfy. The player has rather in-mind 
preferences on the criteria. The utility function aggregating the criteria is in 
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general not given explicitly. ,vhat more, in practice, the decision maker - player 
can modify his preferences when obtains new information about possible gains 
and better understands the problem. 

The decision support system is considered as a computer-based tool that al­
lows the players to make an analysis of the conflict situation, taking into account 
their preferences among criteria. The analysis can be done using an interactive, 
learning procedure utilizing methods of multicriteria optimization. To construct 
such procedures, a development of the theory of noncooperative games an its 
generalization for the multicriteria case is required, that is, on the case where 
different objectives of the players are considered explicitly without the use of 
any given utility function. 

Multicriteria noncooperative games have been formulated by Tzafestas [17] 
and Szidarovsky et al. (16]. The existence of equilibria in the games has been 
analyzed by Wang [19], Krus and Bronisz (11]. Wierzbicki (21] developed concepts 
and a theory of multicriteria decision analysis in such games. Ideas of solution 
concepts in the games are developed by Fahem, Radjef [5], Nagy et al. [13], 
Voorneveld et al. (18]. 

Discussing the computer-based support we assume that a mathematical model 
describing the game is given. The model implemented in the system is used 
to calculate payoffs of players dependently on the strategies assumed. In this 
paper some theoretical results on n-person noncooperative multicriteria games 
described in strategic form (normal form) are presented. They relate to the defi­
nitions of the noncooperative equilibria and the theorems on the relations of the 
multicriteria game equilibria to the Nash equilibrium in the respective classical 
(unicriteria) game. On the basis of the theorems we can simplify the derivation 
of the multicriteria game equilibria taking into account players preferences. The 
discussion of decision support problems in the case of the multicriteria noncoop­
erative games is presented. An algorithm supporting multicriteria analysis made 
by players is proposed. In the papers (Krus and Bronisz (10], Krus [9], [8], [7], 
[6]) ideas of computer-based decision support in the case of the multicriteria 
bargaining problems is developed. These ideas are proposed to be applied in the 
case of the noncooperative games considered here. 

2 Problem formulation 

,ve assume a given, finite set of the players N = {l, ... , n }. 
Each player i has a set of feasible strategies X ( i) in a strategy space X i. The 

set of feasible multistrategies X(N) is the Cartesian product of the sets X(i), 
for i = 1, . .. , n, i.e. 

n n 

X(N) = II X(i) c xN = II x i ,
i=l i=l 

where xN is the space of all multistrategies x.

Each player i has a gain function g; : X(N) --+ IR,k associating with any 
multistrategy x a vector of real numbers representing values of criteria g;(x) =
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(gil (x), 9i2(x), ... , 9ik(x)) measuring his gains. The multistrategy set X(N) can 
be discrete or continuous. For simplicity of notation, without loss of generality, we 
assume that each player has the same number of criteria. Let JR,N K = ft=

i 
.IR,k 

denote the multigain space. The multigain operator is defined by 

G: X(N)--+ JR,NI<, 

where G(x) = (g1(x),g2(x), ... , gn (x)) E .IR,NI< _ 
The operator defines multicriteria gains of all players for the strategies un­

dertaken by all of them. The gains are elements of the multi-gain space which 
is the Cartesian product of the multicriteria spaces of the gains of particular 
players. 

Definition 1 An n-person noncooperative multicriteria game {X(N), G} is de­
scribed in the strategic form (normal form.) by a multigain operator G mapping 
a multistrategy set X ( N) E X N into the multigain space .IR,N I<. 

In the classical case of the noncooperative game in strategic form, the gain of 
each player is described by a scalar function. In this paper, we assume that the 
gain of each player is described by a vector function defining values of the criteria 
for given decision strategies of all the players. We introduce the domination 
relation in vector spaces. 

Definition 2 For any space .IR,m and for any y, z E .IR,m we say that a vector y 
dominates a vec tor z and write y > z if Yi > Zi, y-/- z for i = l, 2, ... , m .. We 
say that a vector y strictly dominates a vector z and write y > > z if Yi > Zi 
for i=l,2, ... ,m. 

For simplicity of notation, let t = N\ { i}. From the point of view of player i, 
the set of all strategies X N can be split into the set of strategies of the player i 
and the strategies of other players t: xN 

= xi X X', where X' = n#i xj.
If ·l an9 i denote the projections from XN onto X i and X', we set x = pi x 

and xi 
= pix. 

Definition 3 We say that a multistrategy x E X(N) is a weak noncooper­
ative equilibrium in the n-person multicriteria game {X(N)_, G} if_for each 
player i EN, there does not exist a multistrategy x' E X(N),pix' = xi satisfy­
ing 9i(x') > > gi(x), 

A multistrategy x E X(N) is a noncooperative equilibrium in the n­
person multicriteria game {X(N), G} if for each p layer i E N, there does not 
exist a multistrategy x' E X(N),p'x' = xi satisfying 9i(x') > g;(x). 

Remarks 

A multistrategy is a weak equilibrium if no player i can obtain a higher gain 
for all his criteria (i.e. a gain better according to the strict domination relation), 
by making an alternative choice under the assumption that the remaining players 
make no change in their strategies. 
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A multistrategy is an equilibrium if no player can obtain a higher gain for 
some of his criteria, not decreasing his other criteria (i.e. a gain better according 
to the domination relation), by making an alternative choice under the assump­
tion that the remaining players make no change in their strategies. 

It is easy to show that if a multistrategy x E X(N) is a noncooperative 
equilibrium then it is also a weak noncooperative equilibrium. 

In the unicriteria case, i.e. when k = 1, these definitions are equivalent and 
define the Nash equilibrium. 

The measure of gain has only ordinal meaning (not cardinal), i.e. for a given 
criterion, a gain function compares two elements for ordering purposes. vVe do not 
also introduce explicitly any "weights of importance"' or "priorities" of criteria 
aggregating them. 

Theorem 1 Suppose that the multistrategy set X(N) is a conve:1:
1 

compact wb­
set, and that for each player i, the gain function 9i is contirmo·us and concave 
with regard to each coordinate, for all x E X(N). Then there exists a noncoop­
erative equilibrium. 

The proof is given in (Krus and Bronisz [11)). 
Remarks 
The theorem does not say anything about the uniqueness of equilibria. In 

many cases, there is a set of equilibria. 
If we compare our game and a game formulated as a game of n x k players, 

i.e. in which each criterion of every player is treated as a "player" in a classical
noncooperative game, then the sets of equilibria will be different.

3 Parameter characterization of efficient outcomes of the 
multicriteria game 

In multicriteria optimization problems, characterization of the set of in some 
sense efficient outcomes serves as a mathematical background for the construc­
tion of decision support systems enabling the decision maker to scan and ana­
lyze the efficient outcomes. Most of the characterizations utilize some substitute 
scalarizing function. The function typically depends on the objective function 
but also on additional parameters, for example weighting coefficients (Chankong 
and Haimes [4)), or levels of objective functions interpreted as reference aspira­
tion levels (Wierzbicki (22], [24)). 

Using the decision support system, the decision maker can generate some 
number of efficient outcomes assuming values for the parameters and look for 
the outcome closest to his preferences. In an analogical way, the scalarizing func­
tion could be used in the case of a multicriteria noncooperative game. However, 
in the last case the problem is much more complicated. Each player has a dif­
ferent vector of objectives. The outcomes are dependent on the strategies of all 
the players. A question arises: can the scalarizing functions be used for a char­
acterization of efficient outcomes of the game, but also for a characterization of 
the set of equilibria, or, more precisely, of the set of nondominated equilibria. 
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Ideas of a selection of game equilibria using the scalarizing function were 
proposed by Wierzbicki [20]. The scalarizing function can also be considered 
as a tool aggregating for each player his vector of criteria to unicriteria gain, 
depending on the selected parameter, and therefore to each multicriteria game 
we can assign a classical game in which each player has his gain defined by 
a scalar value. 

In the following we assume that each player has in general his own param­
eter (vector of reference points based on aspiration levels), i.e. we assume that 
each player i can use a different vector of parameters w; = (w{, ... , wf'). Let us 
consider a set HI of such a parameters, W � IR". The simplest typical form of 
scalarization is made using weight coefficients with each player i who is assumed 
to have his own vector of weights wi 

= >..i . The scalar gain of each player is 
calculated as the sum of his weighted criteria. This way of scalarization is not 
proper in the general case as it does not satisfy the necessity condition formu­
lated in [22]. Not all Pareto optimal points can be derived using this way of 
scalarization. In the following we consider the scalarization made with the use of 
reference points and a broader class of scalarizing functions having monotonicity 
properties (so called strictly and strongly monotone - compare Wierzbicki [22]). 

Definition 4 For any parameter w E HI, a scalarizing functions : JRh' x HI -t 
IR is strictly monotone with respect to y if, for any y', y" E IRk , y' strictly 
dominating y" (y' » y") implies s(y', w) > s(y", w). 

The function s is strongly monotone with respect to y if, for any y', y" E 
IR\ y' dominating y" (y' > y") implies s(y', w) > s(y", w). 

Let us consider rnulticriteria game {X(N), C} and a class of associated 
classical games {X(N), cw } defined for a given player's parameters wi E W, 
i = 1, 2, ... , n, and for a scalarizing function s(y, w) as follows: 

cw(x) = (gi (x), ... ) g;:1(x)),

where gl"(x) = s(gi(x), wi), with 9i(x) = (9iI (x), ... , 9ik(x)). 
In the associated classical game, the gain g'f of player i is defined as an 

aggregation of his multicriteria gains using a scalarizing function. 
The scalarizing function depends on a parameter w; = ( w{, ... , wt), where i 

is the number of the player, i = 1, ... , n. Using the parameter, the player i can 
express his preferences among his criteria. 

The following theorems have been proved. 

Theorem 2 Let x E X(N) be a Nash equilibrium of a classical game {X(N), 
cw }, i. e. for each player i E N, 

gw(x) = max{gf'(x'): x' E X(N),p"x' = x1}. 

If the scalarizing function s : IRk x W -t IR is strongly monotone with 
respect to y for any w E H1, then x is also a noncooperative equilibriu� of 
the multicriteria game {X(N), C}. 
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Theorem 3 Let x E X(N) be a Nash equ,ilibrium of a classical game {X(N), cw }, 
If the scalarizing function s : IR,k x W -+ IR, is strictly monotone with 

respect toy for any w E H1, then x is also a weak noncooperative equilibrium

of the multicriteria game {X(N), G}, 

The scalarization of gain has only ordinal meaning (not cardinal), Le, for 
a given player, the scalarization function compares two strategies for ordering 
purposes, If player i specifies his parameter w i properly, the scalarization func­
tion should reflect his preferences, and the noncooperative equilibrium should 
be satisfying, 

4 Decision support in the case of multicriteria 
noncooperative games 

New methodological problems related to the concepts and construction of deci­
sion support systems arise in the case of multicriteria noncooperative games. 

By the decision support system we mean a tool that should aid the players 
in a selection of rational strategies. The system should support players in learn­
ing their· situation in the game, showing equilibria outcomes, possible conflict 
escalation, as well as possible cooperation outcomes. The analysis of the game 
should be made in a multicriteria context Le, it should allow each player to make 
a rnulticriteria analysis according to his preferences. 

A simulation of the game is the simplest prototype aiding the players in 
making such an analysis. In this case the players assume some strategies and the 
system calculates their outcomes. 

The analysis can be made much more effectively when a multicriteria opti­
mization approach, in particular aspiration-led approach [22] is used. If we apply 
the aspiration-led approach in the case of the noncooperative game, each player 
can analyze the problem assuming his reference points (aspiration levels for his 
criteria) and assuming the reference points for the counter players. For given 
reference points assumed by a player i the system generates respective outcome 
which is Pareto optimal in the set of his attainable outcomes, The system gen­
erates the respective Pareto optimal outcome solving an optimization problem 
with use of so called achievement function. 

Let the player i assume a reference point g*i in his space of criteria JR" and 
assume multictrategies of other players. 

The outcome representing the Pareto frontier in the case of the player, i =
1, 2, ... , n, can be derived solving the optimization problem: 

max . (s(i(xi , x7), g*t 
xt E Xt 

subject to given strategies of other players x7 , where: g*i = (gii , .. , , g'i,i is a ref­
erence point assumed by the decision maker i in the space JRk , gi(x) defines the 
vector of criteria of the i-th decision maker, i = 1, ... , k which are dependent on 
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the vector x of decision variables by the model relations, 
s(g, 9*) is an order approximating achievement function. 

The following achievement function can be applied: 

where g•i E IR,k is a reference point, aj, l ::; j _:::; k, are scaling coefficients, and 
ak+I > 0 is a relatively small number. 

The following algorithm is proposed supporting analysis made by a given 
player i E N. It supports multicriteria analysis of the payoffs and calculation of 
the best response strategies satisfying preferences of the player. 

Step 1. Inc,ependent analysis made by a given player. 
The sy,:tem invites the player i = 1, ... , n to make independently multicrite­
ria analysis of their nondominated payoffs in the multicriteria noncooperative 
game. 
Set the number of round t = l. 

Step 2. The player i assumes multistrategies of other players xh .

Step 3. Multicriteria analysis of payoffs. Calculation of the best response strat­
egy satisfying preferences of the player. 
Step 3.1 The system presents to the player i information a.bout the ideal 

point Jit in the player criteria space m"'. 
The ideal point is derived as Jti = (Jfi, J�i, ... , J[i),
where Iji = maxgj(x) calculated with respect to xi subject to x E X N . 

Step 3.2 The player i writes values of the components of his reference point 
•it . - 1 2 k 9j 'J - ' ' ... ' .

Step 3.3 The system derives the Pareto optimal solution in the criteria space 
of the player i, maximizing the achievement function and stores the re­
sulting payoff in a data base. 

Step 3.4 The player analyzes the generated Pareto optimal payoff. He com­
pares the payoff to other Pareto optimal payoffs stored in the data base, 
obtained for other reference points. He selects the preferred payoff. 

Step 3.5 Has the player i finished multicriteria analysis? 
If no - go to Step 3.2, to generate next Pareto optimal payoff. 
If yes - system writes in the data base the preferred Pareto optimal pay­
off indicated by the player git as well as the optimal response strategies 
5:it for the given strategies x7t of other players.

Step 4. The system checks whether the player have finished his analysis for all 
assumed multistrategies of other players. 
If no - set the round number t = t + l and go to the Step 2 to make analysis 
for another multistrategy of other players. 
If yes - there is in the data base a set of the best response strategies of the 
player and the respective preferred Pareto optimal outcomes. 
Encl of the procedure. 
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The system may include a part calculating the equilibrium startegies in the 
multicriteria game. Let each player i = 1, ... , n assume his selected Pareto op­
timal payoff 7/. The presented achievement function can be used as the scalar­
izing function considered in the Section 3 with parameters wi = gi 

= gi. This 
achievement function is a strongly monotone with respect to the obtained gains. 
A classical game {X(N), cw } can be constructed for the parameters, and an 
equilibrium in the game can be derived. 

Re1narks 

According to the theorem 3.2 the derived equilibrium of the classical game is 
also the equilibrium of the considered multicriteria game. That means the equi­
librium strategies derived for the classical game define also the equilibrium in 
the multicriteria game. Let us see that the gains g i 

= g; have been selected ac­
cording to the preferences of the players. The derived equilibrium in the classical 
as well as in the multicriteria game expresses the preferences of the player. 

In the multicriteria games we deal in general with a set of different equilibria 
outcomes. It can be said that a multicriteria formulation of decision making 
problems of players typically leads to nonunique equilibria. 

In general, the equilibria can be not Pareto optimal. Therefore, there exist 
cooperative strategies of the players, such that the players can improve their out­
comes in comparison to the case of equilibrium strategies. On the other hand, the 
nonunique equilibria may lead to a conflict escalation (see Wierzbicki [20]). The 
escalation can take place when each of the players tries to apply an equilibrium 
strategy but related to different equilibria points. With regard to the decision 
support problems, we follow the argument proposed by ·wierzbicki [20], 

The calculation of equilibrium strategies can lead to some computational 
problems. Solving the problems we deal with two-level optimization procedures 
in witch a nondifferential objective function is maximized on the second level. 
Further research in this direction is required. 

The decision support system should demonstrate to the players the advantage 
of possible cooperative strategies. Next we face the problem of how to lead the 
players into a cooperative outcome, being Pareto optimal in the set of attainable 
outcomes. In this case another decision support mechanism can be applied - an 
interactive mediation procedure. 

In the mediation we consider the following problem: there is given an dis­
agreement point (it can be assumed as an equilibrium point or as a status quo 
point) and a set of attainable outcomes in the multicriteria space of all the play­
ers. The problem consists in aiding the players in finding a mutually beneficial, 
unanimously accepted outcome in the set of attainable outcomes. The final out­
comes should be selected according to the preferences of each of the players. 
The mediation procedure can be made according to the rules of the multicrite­
ria bargaining support developed in the papers by Krus and Bronisz [10], Krus 
[8], [7], [6]. That approach utilizes the new results of multicriteria bargaining 
problems and the interactive multicriteria, aspiration-led approach. Initial prac­
tical experience of such a support has been obtained when the experimental 
computer-based system (Krus et al. [12]) was constructed. 
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5 Conclusions 

In this paper we discuss the problem of decision analysis and support in nonco­
operative games in a multicriteria context. A theoretical research on the multi­
criteria games is still required to make a background for construction of decision 
support systems in the games. In this paper several results in the subject are 
presented. These include an analysis of equilibria in n-person, multicriteria non­
cooperative games. In particular, the new theorems describing relations of the 
equilibria in a multicriteria game to the Nash equilibria in the classical (unicrite­
ria) game are proposed. The classical game is defined by parametrization of the 
multicriteria game. An algorithm supporting multicriteria analysis of payoffs in 
the game is proposed. Using the algorithm each player can make the multicriteria 
analysis and derive the best response strategies satisfying his preferences. 

The decision support system in this case is considered as a tool supporting 
the players: first, in the analysis of the game, and second - aiding selection of 
a mutually acceptable, cooperative, Pareto optimal outcome. The second case in­
dicates a direction of further research. Application of the aspiration-led approach 
of multicriteria optimization, multicriteria bargaining, interactive mediation pro­
cedures seems to be useful in constructing such systems. 

Let the presented interactive algorithm be applied by each player in the non­
cooperative multicriteria game. According to the algorithm each player makes 
multicriteria analysis proposing reference points in the space of his criteria and 
comparing respective Pareto optimal outcomes derived by the computer-based 
system in a sequence of steps. Each player can select the final reference point 
closely to his preferences in his criteria space. We may construct the associated 
classical scalar game using the achievement function and the reference points se­
lected by players. The achievement function applied in the algorithm is strongly 
monotone with respect to the vector of criteria. According to the theorem 2 
the decision variables for which the noncooperative equilibrium is obtained in 
this scalar game, define also the noncooperative equilibrium in the multicriteria 
game. The equilibrium represents preferences of players. 
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