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On a certain method of synthesis of ordinary differential equations 
by means of construction of sliding sets 

S. KOTOWSKI and J. SZADKOWSKI (W ARSZAWA) 

THE PAPER contains the solution of the following synthesis problem: for a differential equation 
of the specified structure 

(*) x = Ax+ B(x)cp, x E R", 

where cp is a two-valued control parameter, the structural parameters of the equation (*) are 
sought, i.e. matrices A and B and vector function cp, which would transfer the solution from 
point pER" to the origin of the coordinate set 0, along a straight line and according to the 
given law of motion. It is assumed that the straight line is a set of discontinuity points of the 
function cp, and the segment [p, 0] belongs to the set of slides of solutions of the differential 
equation (*). An example of the synthesis on a plane is given. 

Praca zawiera rozwi(lzanie nast~puj(lcego zadania syntezy: dla r6wnania r6i:niczkowego o danej 
strukturze 

(*) x = Ax+ B(x)cp, x E R", 

gdzie cp jest dwuwartosciowym parametrem sterowania, okreslic parametry struktury r6wnania 
(*), a wi~c macierze A i B oraz funkcj~ wektorow(l cp, aby przeprowadzic jego rozwi(lzanie 
z punktu p E R" do pocl(ltku ukladu wsp6lrz~dnych 0 po prostej i wedlug danego prawa ruchu. 
Przyjmuje si~. ze prosta jest zbiorem punkt6w nieci(lglosci funkcji cp, a odcinek [p, 0) nalezy do 
zbioru poslizg6w rozwi(lzan r6wnania r6zniczkowego (*). Podano przyklad syntezy na plasz­
czyznie. 

Pa6oTa co,a;ep>I<HT perneHne cne;zyromeH: 3a,a;aqn CHHTe3a: ,a;JIH ,a;ucpcpepeHQHaJibHoro ypaa­
HeHHH C :Ja,a;aHHOH CTpyi<Typoif 

(*) .X= Ax+B(x)cp, x eR", 

r,a;e cp- ,a;ayaHal.J:HbiH napaMeTp ynpaanemm, onpe,a;emfTb napaMeTpbi crpyKTypbi ypaa­
HeHHH (*), 3Hat.mT MaTpHQH A n B, a TaKme BeKTopHYJO cpyi-IKllHIO cp, t.J:T06hr npoaecTH ero 
perneHHe H3 TOt.IKH pER" B Hat.J:aJio CHCTeMbi KOOpAHHaT 0 BAOJib npHMOH H COrJiaCHO 3a)l;aH­
HOMy 3aKOHY ABH>I<eHHH. TipHHHMaeTCH, l.J:TO llpHMaH HBJIHeTCH MHO>I<eCTBOM TOl.J:eK pa3pbiBa 
cpyHI<QHH (/!, a 0Tpe30I< [p, 0] npHHaAJie>I<HT K MHO>HeCTBY CKOJib>I<eHHH pellleHIDi ,a;mpcpe­
peHQHaJibHOrO ypaBHeHHH (*). TipHBe.n;eH npHMep CHHTe3aHa llJIOCKOCTH. 

1. Introduction 

WE SHALL consider the problem of synthesis of the differential equation 

(1.1) .X= Ax+x, 

where x = col [x 1 , .•. , Xn], A lfliJl is a given constant square matrix n x n, x: R" --. R" 
is a sought function; Eq. (1.1) realizes the transition of the solution x(p, t), p E R", 
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with the initial condition x(p, 0) = p, from the state p to p', p' ¥- p, along the given 
line !5 (p, p' e !5) and according to the given motion law 

(1.2) x = P(x). 

This problem has the trivial solution 

(1.3) "(x) = -Ax+P(x). 

Obviously, among the assumptions the condition should be secured that !5 be a trajectory 
of Eq. (1.2). 

In general, the trivial solution is not acceptable in technical problems, since it is easy 
to notice that the solution (I .3) consists in attaching to the existing structure, represented 
by the matrix A, the "opposite" structure: -A, and a new structure, represented by the 
function P. 

In this paper we shall give the solution to the problem of synthesis of Eq. (1.1) in the 
class of piecewise continuous functions, with the condition that !5 is a trajectory of sliding 
motions of Eq. (1.1). We shall also assume some modification of the conditions, supposing 
that the matrix A is not defined a priori. In this case it is said about the differential Eq. (1.1), 
that it is of the given structure. 

2. Statement of the problem of synthesis 

Let us take the differential equation in the form 

(2.1) x = Ax+Bq; ( = f(x)), 

where x = col[x1 , • •• , x,.], A = [ail] is a constant square matrix n x n, B = [biJ(x)] is 

a matrix nx(n-1), bii: R"-+R, biJeC0
, q;:(R""'-S)-+ {-1,1)}, q;=col[q;l,· ··· 

9?n- 1], p,S = 0, ({Ji are constant in the regions of continuity. 
According to the formalism introduced in Sect. I, matrices A and Band vector function 

q; are the elements of the (given) structure of the differential Eq. (2.1 ). Synthesis of this 
equation will be understood as such an evaluation of the elements of its structure, that 
the solutions (in particular, the specified solution) would fulfill the conditions imposed 
beforehand. 

REMARK I. Because the synthesis does not include the uniqueness condition, the evalu­
ation of structural elements of the differential equation is understood as finding the 
sufficient condition for these elements, which would secure the assumed properties of the 
solutions (solution). 

REMARK 2. The above defined synthesis is different from the one known in the theory 
of control (e.g. [1]), which consists in finding the control parameter q;: R11 -+ Rn-l for the 
given matrices A and B. 

THE AIM OF SYNTHESIS. Synthesize the Eq. (2.1) in such a way that the given point p E R" 
would be translated to the origin 0 of the coordinate set along a straight line, according 
to the assumed law of motion 

(2.2) . x = P(x), P:[p, 0]-+ R". 
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REMARK 3. It is assumed that the law (2.2) displaces point p to the point 0, i.e. that the 

segment [p, 0] is a subset of the trajectory of Equation (2.2). 
REMARK 4. The origin of coordinates does not have to be the singular point of Eq. (2.2). 
In the solution of the defined problem the following conditions will be assumed: 

(i) The closed segment [p, 0] is a subset of a straight line S being the intersection of 
(n-1)-dimensional, mutually non-coinciding hyperplanes Si (i = 1, ... , n-1). Its equa­
tion is 

(2.3) Kx = 0; 

K = [s;1] is a constant matrix (n -1) x n, such that Kp = 0. 
(ii) Every hyperplane Si (i = 1, ... , n-1) is a set of discontinuities of the function f 

n-1 

We shall denote S = U St. 
i=l 

(iii) The motion defined by the rule (2.2) on the segment [p, 0[ is always "towards 
0", i.e. the following condition holds: 

(2.4) V i E { 1 , ... , n } V x 1 E ]0, p tl, x, xi < 0, 

where p = [PI, ... , Pnl· 
In the consequence of the assumption (i) it is 

rankK = n-1, 

what means that the solution x of Eq. (2.3) contains one parameter ~ among its coordi­
nates x 1 , ••• , Xn; to set our attention assume 

(2.5) 

It is easy to show that the necessary and sufficient condition for the inequality (2.4) 
to hold has the form 

(2.6) 

3. The conditions of choice of the motion law on S 

On the basis of Condition (i) we assume 

(3.1) S = {x:s(x) = 0}, s:Rn ~ Rn-l 

where 
s(x) = Kx . 

The condition of motion on the manifold S is that the derivative of s should equal 
zero according to Eq. (2.2) 

s(x) = KP(x), 

i.e. the condition 

(3.2) V x E [p, 0], KP(x) = 0. 
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This condition and the Inference (2.5) about the rank of the matrix K yields the linear 
interdependence of the functions Pi (i = 1, ... , n) 

(3.3) P(x) = col [P1 (1Jl(X) ), ... , P,_ 1 (1p(x) ), 1p(x)], 

which constitute the solution of (3.2) at every point x 

(3.4) 

where ci: Rn-l X R" -+ R" are the functions of the elements sjk (j = I' ... ' n -I' k = I ' 
... , n) of the matrix K. 

REMARK. Arbitrariness of the motion law, to which reference has been made in the 
problem of synthesis (cf. Sect. 2), is understood in the sense of relation (3.3): ¥' is a par­
ameter of this law. 

In the light of this remark and considering the form of the condition (2.5), condition 
(2.6) can be expressed as follows: 

(3.5) \( ~ E ]O,p], ~ ·1p(x(~)) < 0. 

Conclusion. The law (2.2), in which the function P fulfils the conditions (3.3), (3.4) 
and (3.5), defines the motion x(p, t) that fulfills the condition (iii). 

4. Conditions for choice of the matrix B 

To find the elements of matrix B we shall apply the necessary condition of existence 

of the sliding solutions of Eq. (2.1) on segment [p, 0], making use of the condition, that 
the differential Equation (2.2) is the law of motion on this segment. 

Assuming that the segment [p, 0] is the set of slides of Eq. (2.1), according to the 
form of Eq. (2.1) and the conditions (i) and (iii), we obtain a vector field on [p, 0] ([2]) 

(4.1) f:[p, 0]-+ R", f(x) = Ax-B(x) · [KB(x)]- 1KAx, 

where K is a matrix which fulfills the condition Kp = 0 (see Sect. 2). 
Considering (2.5) and denoting 

q5(x) = [K · B(x)]- 1 KAx, 

we obtain a field equivalent to (4.1) 

{
J(xa)) = Ax(~)-B(x(~) · q5(x(;)), 
; E [0, p,]. 

We have assumed in Sect. 2 (assumption (i)), that Sis a one-dimensional intersection 
of (n-I) hyperplanes Si in R"-Fig. I. Every one of them divides the space into two 
disjoint parts, and (n- I) hyperplanes divide R" into 2"- 1 disjoint parts. 

Let x E S. Then, there exist in x exactly 2"- 1 boundaries f(x) of the function f 
" jj(x) = limf(y), j = I, ... , 2"-I, 

y--+x 
YE!JJ 

where Qi (j = I, ... , 2"- 1) are the largest regions of R", which do not contain the points 
of S. Hence, according to Eq. (2.I ), the continuous functions are defined, 

(4.2) }j:s-+ R", i(x) = Ax+B(x) · col[~i(x)], j =I, ... , 2"- 1
, 
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FIG. 1. 

where [~1]:S--+ Rn-1, [~1] E C0 (S). Thus, every index j E {1, ... , 2"-1 } corresponds to 
a certain vector function [~1]: 

[~1 (x)] = lim<p(y), j = 1, ... , 2n- 1. 
y-+x 
)IEDJ 

We shall denote the sequence of function with elements [~1] by {[~1]}2"-1. Let us denote 
the sections of the functions <p to the regions QJ by 

(4.3) <plnJ = q;1• 

Then, evidently 

[~1 (x)] = lim<p(.(y). 
y-+x 

In view of the assumptions from Sect. 2, concerning Eq. (2.1) [~1] are constant vectors. 
It is easy to notice that 

(4.4) 

Let us fix a sequence {Sdn-b and form a sequence {~dn- 1 

{ 
rJi(x), 

rJ,(x) = rJt(x), 
st(x) < 0, 

s,(x) > 0, i=I, ... ,n-1, 

where si (i = I, ... , n -I) are the linear functions defined by (3.1). It is easily seen that 

V x E Rn"'-.._s 3 {ltln- 1 , <p(x) = col [171
11 (x), ... , 1]~":t(x)], 

where It E {-, +} (i = 1, ... , n-1). From this and from (4.4) it follows that 

(4.5) 

By { {/i }n- 1 (j) }n- 1 we shall denote the sequence the elements of which are the sequences 
consisting of (n-1) elements. Since <pJ:Q1 --+ Rn-t, then, in view of (4.3) and (4.5) 

V j E {1, ... , 2n-t} 3 {/dn- 1 V X E .Q h <p(x) = col [1]~1 , ••• , 1]~"-:'f], 

9 Arch. Mech. Stos. 5/87 
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so that 

V X E R"""-S, tp(x) = col[1]1(X), ... , rJ,.- 1(x)]. 

The necessary condition for the Eq. (2.2) to represent the law of motion on S is (cf. 
[2]): 

(4.6) 

with the conditions 

(4.7) 

(4.8) 

211-1 

V XES 3 {u1 }211-1, }; u1 · }j(x) = P(x) 
J=l 

v jE {I, ... , 2"- 1 }, "J ER+, 

Due to Eqs. (4.2) and (4.5) we have from (4.6) 
211-1 

V xES 3 {u1 }211-1, }; u1 [Ax+B(x) · tp1(x)] = P(x), i = 1, ... , n-I 
j=l 

together with the conditions (4.7) and (4.8). Since, from (4.8), 

(4.8) 

then, in view of ( 4. 5) 
211-1 

211-1 

J; u1 · Ax = Ax 
}=1 

J; u1 · B(x) · col[~FdU>(x)] = -Ax+P(x), i = I, ... , n-1. 
j= 1 

Let us observe that { {/; },._ 1 (j) hn-1 contains all the possible sequences {/; },._ 1 , resul­
ting from the division of the space. Let us also notice that, for every index i, index I in the 
sequence { {/t},._ 1 {j) }211_- 1 assumes the value ( +) exactly 2"- 2 times, and the value (-) 
the same number of times. Because of this, and considering the assumptions for the values 
of control functions ttJi(x) E { -1, I} (cf. Sect. 2), the statement (4.9) can be expressed 
as follows: 

(4.10) V xES, B(x) · ¢ = P(x)-Ax, 

where ¢ = col[¢;], i = I, ... , n-1, 

211-1 

¢ 1 = J; (±u1), -I< <Pt <I. 
}=1 

Therefore, Eq. (4.10) constitutes the condition of choice of the matrix B. Note that, in 
general, condition (4.IO) does not define B uniquely, representing the set of (n) ident­
ities, while n(n- I) elements of B are sought. More precisely, ( 4.1 0) is the set of n ident­
ities, combining n(n- I) elements of matrix B, n2 elements of matrix A, 2"- 1 - 1 inc:;lependent 
coefficients u1 fulfilling the conditions (4.7) and (4.8), and the parameters of the vector 
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function P. From this set, m(m ~ n(n-I)) elements biJ of B can be found as the functions 
of ~ and of the remaining parameters. 

Equations (2.5) and (3.2) yield the condition (4.10) the form 

(4.11) V ~ E [0, Pn], B(x(~)) · cp = P(VJ(X(~) ))-Ax(~). 

5. Additional conditions for the parameters of Eq. (2.1) 

The law of motion on the segment [p, 0], under the assumption that this segment 
is a sliding set of the solutions of Eq. (2.1), has according to [2] the form 

(5.1) x = J(x), 

where function[is defined by Eq. (4.1). This means that for every solution x(x0
, t) of Eq. 

( 4.1) with the condition x0 E [p, 0[: 

3 t > 0 V t E [0, t), x(x0
, t) E [p, 0] 

and x(x0
, t) is the sliding solution of Eq. (2.1). 

On the other hand, the given motion law on the segment [p, 0] is the differential 
equation (2.2). Comparing the laws (5.1) and (2.2) and taking into account (2.5) and (3.3), 
we obtain 

(5.2) 

being the set of n scalar identities interrelating n(n- I)-m elements b11 of B, n2 elements 
a11 of A, n(n-I) elements s;1 of the matrix K and 2(n-1)-l coefficients "J fulfilling the 
conditions (4.7) and (4.8). 

6. Conclusions 

It can be shown that the set of two vector identities (4.11) and (5.2) is the necessary 

and sufficient condition for existence of the sliding solutions on [p, 0], which would move 
the point p to the origin of coordinates set 0 according to the law of motion (2.2). 

A question arises whether, within the considered structure of the differential Eq. (2.1), 
the synthesis is possible with the motion law (2.2) arbitrary in the sense of the remark 
made in Sect. 3, i.e. whether the problem of synthesis from Sect. 2 is correctly formulated 
in the general case. In other words, is it possible that function P could lead to the set 
of equations being contradictory with respect to the parameters of Eq. (2.1). This question 
will be left without answer here. 

7. An example of synthesis of the differential equation on the plane 

Assume that we have a set of two differential equations of the form 

(7.1) 
X1 = X2 +b1 cp, 

9* 
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where a 21 , a 22 e R, b1 :R2 --+ R, b2 :R2 --+ R, cp:(R2""'-S)--+ { -1, 1 }, p,S = 0, which 
is a particular form of Eq. (2.1) 

x = col[xh x 2 ], A= [ 
0 1 

], B = col[b1 , b2 ], cp:(R2 "'-S)--+ R. 
a21 a22 

We shall solve the problem of synthesis formulated in Sect. 2, assuming p = (1, 1). Then 

(7.2) S = S = {x:s(x) = 0}, s(x) = s~x1 +s;x2 , s~ +s; = 0 

and 

(7.3) 

Xz. 
S(X)<O 
cp(X)=-1 
(s1>D) S,s 

1 

FIG. 2. 

s(x)>O 
cp(x)=1 
(s1>D) 

Formulae (2.3), (2.5), (7.2) and (7.3) imply that x = col [~, ~] (Fig. 2), and formulae 
(3.1), (3.2), (7.2) and (7.3) imply that 

V x E [p, 0], P(x) = col[tp(x), tp(x)]. 

From the assumption on the point p we have 

V~ e [0, 1], P(x(~)) = col[tp{x(~)), tp{x(~))] 

yielding the class of functions admissible by the conditions of the problem of synthesis. 
Assume the functions admissible by the conditions of the problem of synthesis. Assume 
the function tp to be linear, 

tp:[O, 1]--+ R, tp(~) =a~+ {J. 

Then 

(7.4) P(~) = col[a~+fJ, a~+fJ]. 

From the condition of movement "towards the point 0" (see (3.4)): 

V ~ E ]0, 1], ~(a~+fJ) < 0 

the parameters ex and fJ are found 

fJ < 0, ('J. < -fJ 
for the function P from (7.4). 
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Let us determine the matrix B according to the Sect. 4. Assuming (see Fig. 2) 

p(x) = { -:: 
s(x) < 0, 

s(x) > 0 

and using the condition (4.8) 

we find ¢ 

¢ = "1 (/)+ + "2 (/)- = 1 - 2x2 • 

Equation (4.11) assumes the form 

from which 

b1 = I-2x
2 

[(~-l)~+P], 
(7.5) I 

b2 = [(~-a2t-a22)~+/J]. 
I-2x2 

549 

We shall find the additional conditions for the parameters of Eq. (7.I) according to 
Sect. 5. Identities (5.2) for the Eq. (7.I) are as follows 

[ 
1 ] [b1(~)] 1-a21 -a22 [~~+P] 

V~E[O,l], a21 +a22 ~- b2(~) h2-b1 ~= ~~+P 
for b2 -b1 # 0. Taking into consideration the formula (4.9) we have 

(2a21 + 2a22 -1) ~- 1 
- a21 

-
022 P = ~~ + P 

~-a21 -a22 

together with the condition a21 + a22 # I. Comparing the coefficients for the same powers 
of ~' we get the condition for the elements of the matrix A 

o:+l 
a21 +a22 = -

2
- . 
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