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On well-posed mixed problems for ideal incompressible 
magnetohydrodynamics 

W. M. ZAJf\CZKOWSKI (WARSZAWA) 

IN THIS PAPER well-posed initial boundary value problems are found for equations of ideal 
magnetohydrodynamics describing a motion of an ideal infinitely conductive fluid with constant 
density in a bounded domain in R 3 • 

W pracy znaleziono dobrze postawione problemy p~tkowo brzegowe dla r6wnan id.ealnej 
magnetohydrodynamiki opisujllcej ruch idealnej nieskonczenie przewo<izllcej cieczy ze stall\ 
g~tosci(l w ograniczonym obszarze w R 3 • 

B pa6oTe aaH:.n;eHbi I<oppeKTHo noCTaBJieHHbie HatillJILHo-I<paeBhle ~atiH ,Ami ypmmemrit 
HJ];eaJILHOH MarHHTOrH.n;pOJ];HIUlMHI<H, OnHCbiBaiOmeii J];BIDKeHHe H.n;ellJILHOH, 6eCI<OHelJHO­
npoBO,wimCH >I<HJ(I<OCTH c nOCToHHHoii nnoTHOCTLIO B orp8HH'Iemmit o6naCTH B R 3• 

1. Introduction 

THE AIM of this paper is to present well-posed initial boundary value problems for equa­
tions of magnetohydrodynamics describing a motion of an ideal incompressible and infi­
nitely conductive fluid in a bounded domain {J c R 3 [1]: 

(1.1) Br+v · VB-B · Vv = 0, 

(1.2) 

(1.3) 

{1.4) 

1 
Vr+v · Vv+Vp+-

4
-- B x rotB = f, 
neo 

divv = 0, 

divB = 0, 

where B = B(x, t) is the magnetic induction, v = v(x, t) is the velocity, p = p(», t) 
is the pressure, f = f(x, t) is the external force and eo is the constant density. 

By well-posed initial boundary value problems to Eqs. (1.1)-(1.4) we mean such a prob­
lem for which the existence, uniqueness and continuous dependence on data can be pro­
ved. 

At first we assume the initial conditions 

{1.5) vlr=o = vo(x), 

(1.6) Blr=o = Bo(x), 

which, in view of Eqs. (1.3) and (1.4), satisfy, 

(1.7) divv0 = 0, div B0 = 0. 
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256 w. M. ZAJ~CZKOWSKI 

To find boundary data for the Cauchy problem (1.1)-(1.6) we replace Eqs. (1.1)-(1.4) 
by a system of two such problems for which well-posed initial boundary value problems 
are well known. First we introduce new variables 

(1.8) 
Bo 

Wo = ' 
y4neo 

Bz 
(1.9) q = p+-8- , 

neo 

where q is the total pressure because B 2 f(8 n e0 ) is the pressure of the magnetic field. Next, 

using the identity B x rotB = ~ VB 2 ~B · VB in Eq. (1.2) and then adding and subtrac­

ting Eqs. (1.1) and (1.2) give 

(1.10) rt.r+f3 · Vrt. = f-Vq, 

(1.11) f3r+rt. · Vf3 = f-Vq, 

where 
(1.12) rt. = v+w, {3 = v-w. 

Moreover, using Eqs. (1.5), (1.6) and (1.8) implies 

(1.13) rt.lr ... o = rt.o = Vo +wo, f3 lt=O = f3o = Vo -wo · 

Therefore we have obtained the evolution problem (1.10)-(1.13) where the unknown 
functions are IX, {3 and q is assumed as given. To obtain an equation for q, we apply the 
divergence operator to Eqs. (1.10) and (1.11) and using Eqs. (1.3) and (1.4), we get 

3 

(1.14) L1q = divf- _2; V,rt.1V1{3, 
i,j=l 

where IX, {3 are treated as given and Vi = _aa , i = 1, 2, 3. 
Xi 

Therefore we replaced the Cauchy problem (1.1)-(1.6) by two problems: the evolu­
tion problem (1.10), (1.11), (1.13) and the Poisson equation (1.14). Firstly there appears 
the question of equivalence. In Sect. 2 it is shown that Eqs. (1.1)-(1.6) and Eqs. (1.10)-(1.14) 
are equivalent Cauchy problems (Q = R3 , see Lemma 1 ). However this equivalence exists 
in a class of sufficiently smooth functions because Eq. (1.14) is the second order equation 
whereas Eqs. (1.1)-(1.4) are only of the first order. 

Going back to mixed problems we know what kinds of boundary data may be imposed 
on the Poisson equation (1.14) and also on the evolution equations (1.10) and (1.11), 
for which the existence of solutions follows from the method of characteristics. However­
we cannot prescribe the boundary data arbitrarily. They must be assumed in such a way 
that the obtained initial boundary value problems to Eqs. (1.10) and (1.11) and the bound­
ary data to Eq. (1.4) imply Eqs. (1.3) and (1.4) (because Eqs. (1.3) and (1.4) are not 
explicitly included in Eqs. (1.10), (1.11), and (1.14)). In Theorem 1 the proper boundary 
data to Eqs. (1.10), (1.11) and (1.14) are formulated. 
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We must emphasize that the obtained boundary data depend on replacing the basic 
equations (1.1)-(1.4) by Eqs. (1.10), (1.11) and (1.14). In [3] well-posed mixed problems 
to Eqs. (1.1)-(1.4) are found by replacing Eqs. (1.1)-(1.4) by the symmetric hyperbolic 
system for v, B and Eq. (1.14), where Eqs. (1.8) and (1.12) must be used. Considering 
noncharacteristic boundary value problems for the hyperbolic system, we found in [31 
a narrower class of boundary conditions than in this paper (see Theorem 2). 

However, the problem of finding all suitable boundary data to Eqs. (1.1)-(.14) is still 
open because we do not know if Eqs. (1.1)-(1.4) can be replaced (or not) by other equa­
tions which admit other boundary data. 

The idea of finding boundary data was used in [4, 5] for Euler equations describing 
a motion of an ideal, incompressible fluid. 

Equations (1.10) and (1.11) are not known in literature. They describe an evolution 
of invariants of Alfven waves which are one kind of Riemann simple waves for equations 

of ideal magneto hydrodynamics. For Alfven waves we have q = const, so (X = v + !! > 

V 4neo 

{J = v-
4

B are also constants (where equations with/= 0 are considered) (see [6, 7]). 
neo 

Equations (1.1)-(1.4) contain both elipticity and hyperbolicity, therefore it is under­
standable that they are replaced by hyperbolic and elliptic equations. 

The main result of this paper is formulated in Theorem 2 where three kinds of the 
simplest well-posed initial boundary value problems to Eqs. (1.1)-(1.4) are described, 

2. Formulation of mixed problems 

In this section we assume that a solution of the problem (1.1)-(1.7) is as smooth as 
we need. 

First we show the equivalence of Cauchy problems (1.1)-(1.6) and (1.10)-(1.14). 
Applying the divergence operator to Eqs. (1.10) and (1.11), one gets respectively 

3 

(2.1) Aq = divf-}; Vtrx./V1flt-(divrx.r+fJ·Vdivrx), 
i,J=l 

3 

(2.2) Aq = divf-}; Vtrx1V1flt-(divflr+rx·Vdiv{J). 
i,}=l 

Therefore by Eq. (1.14) one has 

(2.3) 

(2.4) 

(divrx.),t + {J • V divrx = 0, 

(div {J),t +(X· V div {J = 0, 

so in view of Eqs. (1.7) and (1.13), Eqs. (1.3) and (1.4) are satisfied. The converse implica­
tion is also valid because from Eqs. (2.1) and (2.2) and the relations (1.3) and (1.4) we 
get Eq. (1.14). Hence we have proved 
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LEMMA I 

The problems (I.I)-(1.6) and (I.IO)-(I.I4) are equivalent for Q = R3
• 

Now we have to underline that, contrary to the problem (l.I)-(1.6), ·one can easily 
prove the existence of solutions of the problem (I. I0)-(1.14). 

To formulate the boundary conditions we introduce curvilinear coordinates. Let 
n(x), 1\(x), r 2 (x) be an orthonormal system of vectors defined in the neighbourhood of 
a boundary (}Q = S, such that n(~), xeS is the unit outward vector normal to the bound­
ary and "T1 (x), "T2 (x), xES are tangent to S. Moreover, by n(x), T 1 (x), T 2 (x), we denote 
orthonormal curvilinear coordinates corresponding to the above system of vectors such 
that n(x) = 0 describes the boundary locally and T 1 (x), T 2 (x) are tangent coordinates on it. 

Now we use the results for the Euler equations [4, 5]. First we introduce characte­
ristics to Eqs. (1.10) and (I.ll), respectively, 

dy1(x, t; s) ( ) ) ds = t51 y1(x, t; s, s , 
(2.5) 

y 1(x, t; t) = x, 

i = 1, 2, t5 1 (.~, t) = a(x, t), t52 (x, t) = {3(x, t). Therefore Eqs. (1.10) and (1.11) can be 
written in the form 

(2.6) 

where i :F j; i,j = 1, 2, and i = l,j = 2, i = 2,j = I are obtained from Eqs. (1.10) and 
(I.II), respectively. Note that the evolution of a is given along the characteristic, the 
velocity of which is equal to {3 and vice versa. 

To integrate Eq. (2.6) we distinguish the following kinds of characteristic curves (2.5). 
Let y, t5 be either y 1 , ~~ or y2, t52. 

a) y(~, t, s). e Q for any s e [0, t], x E !J. 
b) There exists a moment t*(x, t) E (0, t] such that y(x, t, t*(x, t)) e S, y(x, t; s) E Q 

for s > t* (x, t) and y(x, t, s) ¢ Q for s < t*(», t). Moreover x e Q and t5n(y(x, t; t* 
(x, t)) < 0 (where t5,. = t5 ·· nand n is the unit outward vector normal to the boundary). 

c) There exists a moment T*(x, t) e (0, t] such that y(x, t; T*(x, t)) e S, y(x, t; s) e Q 
for s < T* (x, t) and y(x, t, s) ¢!J for s > T*(x, t). Moreover x ¢Q and t5n(y(x, t;T* 
(x, t)) > 0. 

In the sequel we shall use (a1), (a2), tt, t: and so on for y1 (~, t; s) and y 2 (x, t; s), 
respectively. 

Integrating Eqs. (2.6) along the characteristics (2.5), respectively, we get 

(2.7) t5t(rAx, t; s), s) = t51(y1(x, t;t(x, t)), t{x, t}) 

8 

+ J [f(y1(x, t; T), T)-V,Jq(y1(x, t; T), T)]dT. 
i(x, t) 

where we have two cases i = I, j = 2 and i = 2, j = 1. 

For the characteristic curves of the family (a) and (c), i(x, t) = 0 and ~(y(x, t; 0), 0) 
is determined by the initial data (1.13) only because y(x, t; O) e !J. For the characteristic 
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curves of the family (b)- t(x, t) = t*(x, t) ~ sand to determine solution (2.7) uniquely 

ols = o(y , t;t*(x,t)),t*(x,t)) must be prescribed. 
The above considerations imply different types of boundary data. Assume that the 

boundary of Q may consist of parts S,, v = 0, ... , 4, with the following types of boundary 

conditions. 
Let S 1 be such that 

(2.8) anls 1 < 0, Pnls1 < 0, 

then Eqs. (2.7) and (2.6) imply that all quantities a, fJ have to be prescribed on S1 , so 

(2.9) als
1 

= 'YJ, Pls 1 = {}, 

such that the relation (2.8) is satisfied. 

Let S 2 be such that either 

(2.10) 

or 

(2.11) a,.ls2 < 0, Pnls2 = 0, 

be satisfied. Then Eqs. (2.7) and (2.6) imply that P has to be prescribed only, so 

(2.12) Pls
2 

= {}, 

where {}n ~ 0. 
Similarly let S 3 be such that either 

(2.13) a,.ls, > 0, Pnls
3 

< 0 

or 

(2.14) a,.ls
3 

= 0, Pnls
3 

< 0 

be satisfied. Then Eqs. (2.7) and (2.6) imply that a has to be given only, so 

(2.15) als, = 'YJ, 

where '7n ~ 0. Let s4 be such that 

(2.16) 

(2.17) 

anls. > 0, 

a,.ls. = 0, 

a,.ls
4 

> 0, 

Pnls4 > 0, 

IJ,.Is" > 0, 

P~~ls. = 0. 

The above boundary conditions are valid for some interval of time determined by theorems 

of existence. Finally by S0 we assume 

(2.18) 

Then no quantity must be given on S4 and S0 • 

Therefore th'e above considerations imply that for S1 curves (a1)(b1), i = 1, 2, for S2 

curves (a1), (a2 ), (b1), (c2), for S3 curves (a1), (a2), (c1), (b2) and for S4 curves (a,), 

(c1), i = 1, 2, appear. In the end, for S0 the curves (ai), i = 1, 2 appear only. 

Now we formulate the boundary conditions for Eq. (1.14) in such a way that they 

imply 
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(2.19) 

dive< I = div PI = 0, 

div Pls
2 

= 0, 

div rtls
3 

= 0, 

W. M. ZAJ,o\CZKOWSKt 

because then by the definition of S;, i = 1, 2, 3, and Eqs. (2.3)-(2.4) it follows that in the 
neighbourhood of Si in Q, i = I, 2, 3, diva and divtJ vanish. 

Let us consider the case of S 1 boundary. Projecting the normal components of Eqs,_ 
(1.10) and (1.11) on S 1 , summing and subtracting the results one gets 

(2.20) n. Vqlsl = - ~ (e<n,l + Pn ,t +a.. vp. n + 11. Va.. n-2j~) l s1 
and 

(2.21) 

Using the curvilinear coordinates the equation div bis = 0 can be written in the form 

(2.22) 

2 

[ n. v £5n + bndivn.+ 2; (ri . v £5Tj + £5Ti div"Tt)] Is = 0, 
i= 1 

where br, = £5 · "T;, i = 1, 2, and then assuming that S = S1 , b = a and £5 = tJ instead 
of Eqs. (2.20), (2.21) and (2.9) we have 

(2.24) 

2 2 

- }; (7J•'i• · VD.+D•'i• • V7J.)+7J.[D.div/i + 2: {>'1 • VD,,+D,,div'i,)] 
p= 1 l:a1 

2 

+D.[ 7J.divli+ }; (-<1 • 'V7J,, +7J,,divi.'1)]- '}.div Pis, -D.div<tls, +!.Is, 
I= 1 

2 3 

'YJn,r-Dn,r+ 2; (OT/it · V'Yjn-'YJ-r,Tt · VDn+ 2; ('YJJf}L-{}J'YJt)ni,x 
i= I i,}= 1 J 

2 

+ 2; ['YJnCTt • V{}T,+DT,divrt)-Dn(r1 • V'YjT1 +'YJ-r,divit)]+{}ndivrt ls 1 -'YJndivtJis 1 

i=l 

= g 0 ('YJ, D, S 1)+0ndiva.ls
1
-'YJndiv/Jis 1 = 0, 

where x,. is the Lame's coefficient. To satisfy the relation (2.19) 1 instead of Eqs. (2.23) 
and (2.24), we assume 

(2.25) 

(2.26) 
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so comparing Eqs. (2.25) and (2.26) with Eqs. (2.23) and (2.24) we have 

(2.27) ({},, rJn) (d~vals 1) = O. 
{},, -rJ, dtv,Bis

1 

Therefore the relation (2.19)1 is satisfied if rJ,{}, =/: 0, what follows from the relation (2.8). 
Then we have shown 

LEMMA 2 
For Q with the boundary S 1 the problems (1.10), (1.11) (1.13), (2.8), (2.9) and (1.14), 

(2.25), (2.26) are equivalent to Eqs. (1.1)-(1.6), (2.8), (2.9), (2.25), (2.26). 

For solutions of class C 1(fir), tJr = Q x [0, T], we have the following compatibility 
-conditions: 

(2.28) 
(:Z: • V)'(cxols

1 
-rJir=o) = 0, 

(:Z:"' · V)'(,8ols
1 
-{}lr=o) = 0, 

where s = 0, I' ft = 1, 2 and i"' E TSl which is the tangent space to sl. 
Let us consider the boundary S 2 • Since the curves (b1) appear only, we have 

(2.29) diva = 0 in Q. 

Similarly as above, to guarantee div ,B = 0 in Q we shall obtain boundary conditions for q 
in the form which implies the relation (2.19)z. Projecting the normal component of Eq. 
(1.11) on S 2 , using Eqs. (2.12) and (2.22) for <5 = ,8 and S = S2, we obtain 

3 2 

-
1 aaq I = .fn lsl -D,,, + ( ~ ni,x) cxj{}i- ) OC-r,Ti. Vi},) I 
x, n s L.J ~ sl 

l i , j=l i=l 

(2.30) 

2 

+ "•[.?.divii + ~ (T, · VD,, +D,,divl',) ]I., -<X.div Pis, 

= g 2 (a, fJ,.f, Sz)ls2 -a,div,Bisl· 
Assuming the boundary condition in the form 

1 aq I (2.31) --a = g2(a, {},f, S2)ls
2 

"" n s2 

by comparing Eq. (2.31) with Eq. (2.30) and using Eqs. (2.10) and (2.11), we get the 
relation (2.19)2 • In the case of C1 functions the condition (2.28)z on S2 must be satisfied. 

Hence we can formulate 
LEMMA 3 

For Q with the boundary S2 problems (1.10), (1.11), (1.13), (2.10), (2.11), (2.12) and 
(1.14), (2.31) are equivalent to Eqs. (1.1)-(1.6), (2.10)-(2.12). 

Considering the boundary S3 , we have that div ,8 = 0 in Q. To satisfy the relation 
(2.19h and then the relation (2.29), we obtain the boundary condition for q from Eq. 
(1.10), similarly as above, in the following form: 
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(2.32) 
(cont.] 

2 

+ P. [ '7. div n + ~ (i, · V 1),, + 1),, divii' ;) Jt ,' 
where we used Eqs. (2.13) and (2.14) to satisfy the relation (2.19)3 • We have 

LEMMA 4 
For Q with the boundary S 3 the problems {1.10), (1.11) {1.13), (2.13)-(2.15) and 

(1.14), (2.32) are equivalent to Eqs. (1.1)-(1.6), (2.13)-(2.15). 

Now we consider the boundary S4 • In this case the curves of families (a1), (ci), i = 1, 2,. 
appear only. Since Eqs. (1.3) and (1.4) are satisfied, we have an arbitrariness in assuming 
boundary data for Eq. (1.14). We prescribe the Dirichlet condition 

(2.33) 

However, the case (2.17) cannot be considered because we cannot guarantee that cxn 15" = 0 
or {J, Is

4 
= 0 for t > 0 if they are satisfied for t = 0. This fact follows from that we have 

not any relation describing a behaviour of ex, = cx,(t), {J,. = {J,(t) on S4 • For the same 
reasons the cases (2.11) and (2.14) cannot be considered. Therefore we have 

LEMMA 5 
For Q with the boundary S4 the problems (1.10), (1.11) (1.13), (2.16) and (1.14)t 

(2.33) are equivalent to (1.1)-(1.6), (2.16). · 

In the case of the boundary S0 the curves (ai) i = 1, 2, appear only. Therefore Eqs. 
(1.3) and (1.4) are satisfied, too. However, we have to show that the conditions (2.18) 
are stable, what means that they would be satisfied for any finite time if they were sa­
tisfied in t = 0. To show this we take the normal components of Eqs. (1.10) and (1.11) 
and project the results on S0 • Using 

one gets 

(2.34) 

and 

(2.35) 

3 3 

. .2.: IXj{Jini ,xl lso = r IXj{JinJ,xi lso' 
l,)al 1,}= 1 

3 

n · Vq lso = (In+ .2,; cxtf3int,xi) lso 
1,}=1 

( :t + P · V) "'• = 0 on S0 , 

(;1 +"'·v)P.=O onS0 • 

Equations (2.34) and (2.35) are disjoined because at first Eq. (2.34) gives a boundary 
datum for Eq. (1.14) and at second Eq. (2.35) implies that the conditions (2.18) are stable 
in time. Equations (2.35) show noncontradiction of the conditions (2.18) with the con­
sidered problem. Conversely, if Eq. (2.34) is satisfied, then Eqs. (2.35) are satisfied, too, 
and the problem with the boundary S0 is well posed. 

This problem is very interesting because no quantity has to be assumed on a boundary. 
Therefore the problem can be considered as a free boundary problem. Moreover this 
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problem corresponds to the problem for an ideal incompressible fluid with a vanishing 
normal component of a velocity on a boundary, where also no quantity on the boundary 
has to be prescribed. 

We have shown: 
LEMMA 6 
For a domain n with S0 boundary the problems (1.10), (1.11), (1.13), (2.18) and (1.14)~ 

(2.34) are equivalent to Eqs. (1.1)-(1.6), (2.18). 
Summarizing the above considerations one can formulate: 
THEOREM 1. For equations of an ideal incompressible magnetohydrodynamics (1.1)-(1.4) 

with the initial conditions (1.5) and (1.6) one can distinguish the following types of boundary 
conditions: 

0. (2.18) , 

1. (2.8)' (2.9) ' 
(2.36) 2. (2.1 0) + (2.12)' 

3. (2.13) + (2.15), 

4. (2.16)' (2.33). 

Hence the boundary condition (2.36), corresponds to the S, boundary, v = 0, ... , 4. Let 
us denote by (L,) the problem (1.1)-(1.6), (2.36),, v = 0, ... , 4. 

REMARK 1 
Equations (1.3) and (1.4) imply the following integral compatibility conditions: 

(2.37) 

Therefore the problem (L0 ) can be considered inn with an = S0 • For the other problems 
( (L,), i = 1, ... , 4) we have to assume that an consists of at least two disjoined parts on 
each of them different boundary conditions are imposed. For example we have the 
foil owing possibilities: 

(2.38) 

an= S1 uS4 , S1 nS4 = 0, 
an= S2 uS3 , S2 nS3 = 0, 
an= S 1 uS2 uS3 , - S 1nS1 = 0, i,j = 1, 2, 3, 

an= S2 uS3 uS4 , S 1nS1 = 0, i,j = 2, 3, 4, etc. 

Let (A,), (B,) be the evolution problems (1.10), (1.11), (1.13) for ex and {J, respectively, 
with boundary data (2.36), for a given q, v = 0, ... , 4. Let (E,) be the elliptic problem 
(1.14), (D.,) for q, v = 0, ... , 4, where ex, fJ are given and (D0 ) = (2.34), (D1) = (2.25) ~ 

(D2) = (2.31), (D3) = (2.32), (D4) = (2.32). 
REMARK 2 
We cannot consider Neumann problems (Ei), i = 1, 2, 3, only because we do not know 

how to satisfy the compatibility condition J L1u = J ~~. Therefore we shall consider 
D aD 

combinations of Neumann problems (E1), i = 1, 2, 3 and the Dirichlet problem (E4) 

in such a way that (2.37) is satisfied (see [3D. 
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From Theorem 1 and Remarks 1, 2 we have 
THEOREM 2. Instead of initial boundary value problems described in Theorem 1 we have 

the following examples of well posed systems of problems 

(P1) (A1, B1, E1)+(A4, B4, £4), 

(P2) (A2, B2, E2)+(A3, B3, E3)+A4, B4, £4), 

(Po) (A 0 , Bo, Eo). 

To formulate the result, suitable compatibility conditions (see Eqs. (2.28)) are assumed. 

REMARK 3 
The above representation suggests that the existence of solutions of the problems 

(P 0 ), (P 1), (P 2) can be proved by the method of successive approximations. 
REMARK 4 
Let us generalize the boundary conditions (2.12) and (2.15). Assume that 

(2.39) 

where fP is a sufficiently smooth function. Then, considering the boundary data (2.31), 

we see that ~! I s, depends on the first derivatives on"' on S2 • However, from Eq. (1.10) 

it follows that to estimate the k-derivative of <X we need the k+ }-derivative of q. This 
contradicts the claim that the boundary condition (2.39) can be assumed. The same con­
siderations can be applicable to the relation (2.15). 
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