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Unification of continuum mechanics and thermodynamics by means 
of Lagrange-formalism 
Present status of the theory and presumable applications(*) 

K.-H. ANTHONY (PADERBORN) 

BY MEANS of Lagrange-formalism it should be possible to find a unified description for continuum 
mechanics and thermodynamics. My aim is to take into account explicitly internal variables 
which are physically identified on the microlevel. The paper gives a summary of Lagrange­
formalism with special regard to thermodynamics. The possible applications of the theory to 
defect dynamics in solids are discussed in some detail. 

Formalizm lagranzowski powinien umozliwic ujednolicenie podejkia do mechaniki osrodk6w 
ciqglych i termodynamiki. Celem rozwa:lan jest wzi~cie pod uwag~ tych zmiennych wewn~trznych, 
kt6re mozna zidentyfikowac na poziomie mikro. W pracy przedstawiono zasady formalizmu 
Lagrange'a ze szczeg6lnym uwzgll(dnieniem termodynamiki . Bardziej szczeg61owo om6wiono 
mozliwosc zastosowania teorii do dynamiki defekt6w w ciatach stalych. 

J larpaH>KeBbiH cPOpMaJut:3M ,I:\OJI>KeH ,[\aTb B03MO>KHOCTb ymicPHL\HpoBaTb llO,L\XO,I:\ K MeXaHHKe 
cnJioiiiHhiX cpe,I:\ H TepMO.r\HHaMHKe. UeJihiO paccy>K,I:\eHHii HBJIHeTCH o6pal..L\eHHe BHHMaHMH 
Ha 3 TH BHY'fpeHHHe nepeMeHHbie, KOTOpb ie MO>KHO H,I:\eHTHcPHL\HpOBflTb Ha MHKpO ypOBHe. 
B pa6oTe npe,I:\CTaBJieHhi npHHQHllhi JiarpaH>Keaoro cllopMaJIH3Ma , c oco6eHHhiM yl!eToM Tep­
MO.r\HHaMHKH . EoJiee no,I:\po6Ho o6cy >KAeHa B03MO>KHOCTh npHMeHeHHH TeopHH K AHHaMHKe 
~ecileKTOB B TBep,I:\HhiX TeJiaX. 

1. Preliminaries 

1.1. Why Lagrange-formalism in phenomenological thermodynamics of irreversible processes? 

BY MEANS of Hamilton's Principle a given physical theory gets its formal closure. On the 
other hand, a physical theory can be completely deduced by means of Lagrange-formalism 
once its Hamilton's Principle is established. In the past this statement was especially 
true for theories of non-dissipative mechanical processes. However, there was a missing 
link concerning thermodynamics of irreversible processes which in the case of mechanical 
processes are associated with dissipation of mechanical energy. I have shown that thermo­
dynamics of irreversible processes can indeed be included into Lagrange-formalism [1, 2, 3]. 
So far I have been successful in the particular processes of heat flow, diffusion and chemical 
reactions. It is the aim of this paper to outline how these investigations might be generalized 
in order to describe dissipative mechanical processes of material bodies. 

(*) This paper was presented at the 4th Polish-German symposium on Mechanics of Inelastic Solids 
and Structures; Mogilany, Poland, September 1987. 
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512 K.-H. ANTHONY 

In thermodynamics of irreversible processes a lot of variation principles are discussed(!). 
However, Hamilton's Principle in its original sense and in the sense of Lagrange-formalism 
is distinguished by the fact that the set of fundamental process variables of a system is 
submitted to free and independent variations of all variables [6, 7]. Some remarkable facts 
concerning this principle and the associated Lagrange-formalism will be summarized in 
advance: 

I. By means of Hamilton's variation principle, a complicated initial and boundary 
value problem can be solved numerically along the line of Ritz's method. 

II. Universal structures. involved in Hamilton's Principle and in Lagrange-formalism 
have fundamental significance in theoretical physics as well as in the practical use of the 
theory: 

a. The universal structures apply for all systems subsumed under Lagrange-formalism, 
thus giving rise to a methodically unified description of all processes. In the case of dissipa­
tive deformation processes of material bodies, this means that mechanical and thermo­
dynamical degrees of freedom are handled methodically in the same way, i.e., mechanics 
and thermodynamics are methodically unified and joined together within Lagrange­
formalism. 

b. The total information concerning the processes of a system is involved into a single 
function, namely into its Lagrangian. Thus Lagrange-formalism starts from the smallest 
possible entity to define a physical system. 

c. In Lagrange-formalism all observables, e.g., mass, energy, momentum a.s.o. are 
defined by means of universal invariance requirements for the Lagrangian. These require­
ments apply in the same way to all physical systems thus giving rise to a universal, unique 
and straightforward derivation of the relevant balance equations and of the constitutive 
equations for the associated densities, fluxes and production rates. 

The remarkable facts mentioned in II.b and II.c contrast with traditional theories 
of irreversible processes where a whole set of conceptual independent constitutive equations 
has to be established for the definition of a particular material behaviour [8, 9, 10]. In 
pracucal cases this set might be even very large. However, using Lagrange-formalism 
the methodical situation resembles that of thermostatics, where all information of a system 
is also comprised into one thermodynamical potential only, e.g., into the free energy 
function. 

III. In principle, Lagrange~formalism allows for general dynamics of the system without 
any restrictions. This contrasts with traditional thermodynamics of irreversible processes, 
which is based on the Principle of Local Equilibrium [8, 9] and is an extrapolation of 
thermostatics into the neighbourhood of thermodynamical equilibrium. Therefore this 
theory has to be restricted to those irreversible processes which are locally sufficiently close 
to equilibrium states. Lagrange-formalism, however, does not suffer such a restriction. 
H·aving defined an appropriate Lagrangian, it also applies to processes far away from 
local equilibrium. For instance, this fact might be important for dislocation dynamics 
associated with plastic deformation of solids. 

Rational thermodynamics has improved the situativn insofar as the processes are no-

(1) See e.g. GYARMATI [4], LEBON [5). 
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UNIFICATION OF CONTINUUM MECHANICS AND THERMODYNAMICS 513 

more restricted to the neighbourhood of local equilibrium [10]. However, the set of con­
ceptually-independent constitutive equations is still left. I have shown that the definition 
of constitutive equations of the traditional formulations of thermodynamics of irreversible 
processes and especially those of rational thermodynamics can be unified within Lagrange­
formalism. 

IV. The dynamics of internal variables gives rise to after-effects of the external variables. 
In rational thermodynamics these effects are taken account of in the constitutive equations 
by means of memory functionals depending on the external variables only. I intend to 
include the dynamics of internal variables explicitly into Lagrange-formalism in order 
to get instantaneous constitutive relations. On the one hand, internal variables have to be 
identified on the microlevel with physical entities such as structure defects. On the other 
hand, essential features of its microdynamics will be taken over to the phenomenological 
level by modelling the Lagrangian properly. 

1.2. Plasticity. Material manifold versus microdynamics of defects 

Phenomenological plasticity of solids is associated with irreversible dislocation dynamics 
on the atomic level. When giving its phenomenological description by means of any thermo­
dynamical theory of irreversible processes, the following facts should be kept in mind: 

I. Because of its high creation energy, a dislocation network is far away from thermal 
equilibrium. In a stationary state it is but in a mechanical equilibrium state with respect 
to its associated elastic eigen-strains. From the thermodynamical point of view, this state 
is a metastable state which is far away from the absolute thermodynamical equilibrium. 

II. Applying a plastic deformation to a body gives rise to a driven dislocation migration 
against internal forces which are due to the interaction with the dislocation network and 

FIG. 1. Irreversible dislocation migration. 

with various other obstacles. Figure I demonstrates the situation for the path of a disloca­
tion back and forth, starting and ending at site A. The dashed line represents the driving 
force at the dislocation. It is balanced by the statistically-distributed resisting force (fu11 
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line). The dislocation gets unstable at each peak of the resisting force, what finally results 
in a microhysteresis(l). The hatched area represents the mechanical energy dissipated 
during the cyclic dislocation migration. 

These considerations show that plastic deformation is extremely dissipative due to the 
microdynamics of dislocations. The microhysteresis is even preserved if the plastic deforma­
tion velocity tends to zero, which means that a quasi-static plastic deformation process 
never tends towards a reversible process. 

Ordinary thermostatics operates on the manifolde) of unconstrained thermal equilib­
rium states. A path in the manifold represents a reversible process which is physically 
realized by means of quasi-static experimental operations. Gibbs' fundamental form is 
associated with an infinitesimal path. Neither of these concepts holds for dislocation 
networks and its dynamics as is shown by topics I and II of the present chapter. There is 
neither a thermal equilibrium manifold including dislocation networks nor a reversible, 
quasi-static path which could be associated with a Gibbs' fundamental form including 
variations of the dislocation network. Thus, for plasticity, we have no thermostatics which 
could be extrapolated into the neighbourhood of equilibrium states by means of the tradi­
tional Principle of Local Equilibrium. 

Dislocations are a most prominent example of microscopic objects which have to be 
described in phenomenological thermodynamics by means of internal variables. These 
objects cannot be manipulated from outside; nevertheless their dynamics is the main 
feature of plasticity which takes place far away from local thermal equilibrium{4

). So 
Lagrange-formalism might be an appropriate tool to describe this phenomenon. 

Dislocation dynamics gives rise to a further difficulty which is usually suppressed 
in the phenomenological plasticity theory. However, this lack actually cancels the disloca­
tion concept in the theory: The continuum theory of plastic deformation processes is 
traditionally based on the concept of the 

III. Material manifold. 
Here "manifold" is understood in the usual mathematical sense. This concept, 

~hich originally is due to pure elasticity, is a mathematical correlate not only of the 
continuously distributed matter in the body but also of a quite particular class of defor­
mation modes of the body, namely of the compatible deformations. The points and 
the coordinate systems of the manifold correspond in the body with material elements 
and with material coordinate systems respectively. The n-times continuous differen­
tiable transformationsCS) between different material coordinate systems are associated 
with compatible deformations. The situation is visualized by Fig. 2: the body is embed­
ded into the three-dimensional Euclidean space R3 • During a deformation process the 
spatial coordinate net E is taken over into the body at a particular state A in order to 
define a material coordinate system EA which will substantially be dragged along with 

(2) Of course the closed microcycle of a dislocation does not correlate with a macroscopic plastic 
deformation cycle. 

(3) "Manifold" in the usual mathematical sense. 
(

4
) If dislocations were external variables, they could be manipulated reversibly from outside and the 

dashed curve of the driving force in Fig. 1 would join the full curve of the resistance force. 
e) n = 0, 1' 2, ... is not specified here. 
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A 

·m 
A 

FIG. 2. Material manifold and material coordinate systems. 

the body. Performing this procedure at each state A, B, C, ... , we get a continuously 
varying set of material coordinate systems IA, .EB, Ic, ... in the body. The transformations 
between these systems obviously describe the deformations of the body in ordinary space 
with respect to the spatial coordinate system 1:. The continuity properties of the transfor­
mations, i.e., the order n of the manifold defines the character of the compatible deforma­
tions: In any case n ~ 0 there is no tearing or material overlap in the body; for n ~ 1 
each smooth material curve is deformed again in a smooth curve, a.s.o. 

The concept of the material manifold has been taken over into the plasticity theory 
because of the empirical fact, that a plastically-deformed body is macroscopically not 
torn into pieces. In particular, the phenomenological plastic deformation, which sub­
sequently will be called "total deformation", has been assumed to be a compatible one as in 
Fig. 2. However, to take account of the specifications of plasticity as compared with pure 
elasticity, the following supplementary assumption has been added: 

n plaStiC n elastiC 

• 
ototal 

FIG. 3. Incompatibilities in plastic deformations. 
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IV. The total deformation of a plastically-deformed body is divided into a pure elastic 
and a pure plastic part which are both incompatible deformations (see Fig. 3). The incompa­
tibility is associated with the dislocation density, whereas the total deformation is assumed 
to be a compatible one. In the case of the linear theory, these ideas are formally described 
by the equations [19] 

(I. I) 

(1.2) 

(1.3) 

(1.4) 

(1.5) 

~total = ~elastic+ ~plas tiC, 

curl~elas tic = a' 

curl~plastl c = -a, 

curl~total = 0, 

wotal = grad u. 

~total, ~el as tic, ~plas tic and a are the total, elastic, plastic distortion tensors and the dislocation 

density tensor respectively. u is the displacement vector of the total deformation. 
Although these ideas concerning plasticity and the material manifold are commonly 

accepted, they nevertheless suffer from the fact that they completely disregard the dynamics 
of dislocations. Macroscopic plastic deformation is associated with dislocation migration 
on the microlevel and a smooth material line in the body will be torn by moving disloca­
tions (see Fig. 4). Of course the final misfit of the line due to one dislocation is but one 

--~--e -----6 
-*-~~-- --

FIG. 4. A plastically-deformed material is no material manifold. 

atomic distance across the slip plane of the dislocation. However, in reality a whole cascade 
of dislocation may run along the same slip plane and it finally may be the case that even 
domains of considerable size are torn into pieces. This can be confirmed experimentally 
by means of real macroscopic slip line cascades at the surface of strongly deformed single 
crystals [ ll]. So the total deformation of a plastically-deformed crystalline body can never 
be compatible and the dislocation dynamics contradicts the properties mentioned above 
of a material manifold: 

V. A plastically-deformed body is no material manifold, though the continuity of mass 
distribution is preserved. Especially Eqs. (1.4) and ( 1.5) have to be omitted. 

One might object to my arguments, that the concept of material manifold can be 
preserved if the microlevel is established at a larger scale than the atomic one in order 
to average the dislocation dynamics in some way. In my opinion, however, such a pro­
cedure would cancel dislocation dynamics completely and the physical interpretation 
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of internal thermodynamical variables due to plastic deformation would become quite 
vague. Furthermore, it should be carefully discussed, whether dislocation dynamics 
really can be averaged in such a way as to smooth down discontinuities of plastic deforma­
tions. Because of the existence of macroscopic surface slip lines, I think that dislocation 
dynamics is a macroscopic phenomenon as well. 

A solution to these problems might again be Lagrange-formalism. Within this theory 
the essential quantities should be densities and fluxes of dislocations and of mass, both 
being kinematically coupled. A material manifold will no more be involved. 

2. Lagrange-formalism 

2.1. Hamilton's principle. Lagrangian. Field equations 

A process of a system is defined by a set 

(2. I) P= {"Pk(x,t),k= l, ... ,N} 

<~/fundamental field variables in space and time. Let us consider an action integral with 
physical dimension (energy· time) 

12 

11 = J J l(x, t; 'lfJ(X, t), O'lfJ(X, t))d 3xdt, 

(2.2) t 1 V(t) 

a = {v; a, = :
1 

}. "P = { "Pk, k = 1 , ... , N}, 

which is based on a real-valued Lagrange-density-function land which is associated once and 
for all with the processes of the system in a fixed but nevertheless arbitrary time interval 
1, ~ t ~ t 2 • V(t) is the instantaneous volume of the system. In the case of a first order 
theory, the Lagrangian l depends on the field variables "Pk and on their first order derivatives 
with respect to space and time coordinates. In general, the Lagrangian may further depend 
explicitly on space and time coordinates due to an intervention of the outer world into 
the bulk of the system. In the following [ shall skip such an influence. For simplicity and 
with regard to the examples in Sect. 5, [ further restrict myself to processes in a rigid body, 
what implies 

(2.3) V(t) = V = constant. 

The central and the only constitutive assumption in Lagrange-formalism is given by 
the Lagrangian: It contains the complete information concerning all processes P of the 
system. A particular function 

(2.4) 

defin~.s a particular physical system, i.e., this single equation substitutes the set of constitut­
ive equations of traditional thermodynamics of irreversible processes. 

Hamilton's Variation Principle is exclusively based on the action integral (2.2)! On the 
basis of the Lagrangian it defines the dynamics of the system and reads as follows: 

(2.5) 11 = extremum or bJ1 = 0 
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--- -----

by free and independent variation of all fields 'f/Jk with fixed values at the beginning and at 
the end of the process: 

b1pk(x, t1,2) = 0. 

Variations at the boundary oV are included depending on the specific boundary condi­
tions of the system(6

). 

Real processes are distinguished as solutions of Hamilton's Principle. 
Performing the variation leads to N fundamental field equations for the real processes 

in the volume V (Euler-Lagrange-equations) 

(2.6) 
a1 a1 a1 

0
t o( or 'fJJk) + V . o(V 'fJJk) - -o1p--; = O' k = J ' ... ' N. 

These are necessary conditions for an extremum of the action integral. By free variations 
at the boundary o V we get N boundary conditions 

(2.7) 
a1 

n · o(V 'f/Jk) = 0, k = 1 , ... , N, 

which belong to an isolated system. n is the unit normal vector at the boundary surface. 
An isolated system is physically distinguished by unconstrained fields 'f/Jk at the boundary. 
This corresponds to the free variations b'f/Jk at oV. All fluxes have to vanish across oV 
which coincides with the conditions (2. 7)C). For non-isolated systems the situation is 
more involved and the physics at the boundary has to be discussed in detail, e.g., continuity 
of mass and heat fluxes. 

The Euler-Lagrange field equations (2.6) are a set of self-adjoint partial differential 
equations of the second order. They are derived from the Lagrangian only. On the other 
hand, for a given set of partial differential equations the property of self-adjointness is 
necessary and sufficient for the existence of a Lagrangian [12, 13]. Then the given set 
has the form .(2.6). Physical consequences will be discussed in Sect. 3. 

2.2. General structure of the theory. Lagrange-formalism 

The scheme of Lagrange-formalism is illustrated in Fig. 5. For details the reader is 
referred to some other papers [1, 2, 3]. The theory is based on three pilla~s: 

on Hamilton's Principle ( 1 )(8) being a universal structure element; 
on a Lagrangian (2) being a universal structure element as far as its existence is con­

cerned and being at the same time an individual structure element of a particular system 
as far as its particular analytical form is concerned; 

on a Lie-group of universal invariance principles (3) being again a universal structure 
element which applies to the Lagrangian. As a simple example I refer to the time shifting 
group 

(2.8) t' = t+s, 

( 6 ) See the remarks concerning Eq. (2.7). 
C) See Sect. 5.1: heat transport. 
(

11
) Numbers ( ... ) are referred to Fig. 5. 

-oo < s< oo, 
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(7) homogeneous <8> constitutive 
balance equations 
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t • 

(16> (17) 
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balance equal1ons equat1ons 

FIG. 5. Scheme of Lagrange-formalism. 

which is associated with the methodical principle that each physical process can be repro­
duced at arbitrary different times. All the other invariance principles are also of method­
ical nature. 

By "universal structure elements" I mean those structures which apply for each physical 
system. All structure elements above the dashed line in Fig. 5 operate in state space P = 
= {VJk(x, t), k = 1, ... ,N}. 

On the basis of a given Lagrangian (2), we get from Hamilton's Principle (1) the 
fundamental field equations ( 4) of the system. 

All structure elements (1) to (4) are joined together in Noether'.s theorem (5) in order 
to define those observables which I call observables of the first kind (6). Each of them is 
associated uniquely with a particular group parameter Ex of the invariance group (3). 
By Noether's theorem [6, 7] the observables are implicitly defined by homogeneous balance 
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equations (7), the density and flux density functions of which are uniquely deduced from 
the Lagrangian (2.4): 

group parameter EY. => pr kind observable u1, 

(2.9) ul =>balance equation oraxt +V · J x1 = 0, 

density of the observable ul 

(2.10) 

flux density of the observable u l 

(2.11) 

Of course the densities and fluxes depend on the same variables as the Lagrangian (2.4) 

does e). Taking Eqs. (2.1 0) and (2.11) together for all observables "'I, I get the set of 
constitutive equations (8) which coincide with those of traditional thermodynamics of 
irreversible processes. However, instead of making a lot of constitutive assumptions, these 
equations (2.10), (2.11) are deduced from the single constitutive assumption (2.4) by 

straightforward mathematics. 
Important observables of the first kind are the energy, linear and angular momentum, 

mass and electric charge. Especially the observable "energy" is due to the time shift par­
ameter E of the invariance transformation (2.8) and the associated balance equation (2.9) 
will be the First Law of Thermodynamics (9). From this point of view, the First Law is but 
a correlate of the methodically-motivated homogeneity of time with respect to all physical 
processes(l 0

). 

Let us consider a class of perturbations Q = { rJk(x, t ), k = I , ... , N} of a given process 
P = {'IJ'k(x, t), k = 1, ... , N}(1 1

). Q is ruled by Jacobi's equations (10) which are deduced 
from the Euler-Lagrange field equations as variation (or perturbation) equations and which 
are therefore finally derived from the Lagrangian, too. Jacobi's equations have again the 
form of Euler-Lagrange equations: 

oQ oQ oQ 
or +V· - - --- - - = 0 k = 1, ... ,N. 

o( or rJk) o(VrJk) OrJk ' 
(2.12) 

They are based on a new kernel Q. ( 12) which depends on the unperturbed process P 
and on its perturbation Q: 

c2. 1 3) e 2 ) 

(
9

) The "Principle of Equipresence" used in rational thermodynamics [14] is a natural outcome in 
Lagrange-formalism. 

(1°) The invariance group (2.8) is the mathematical correlate of time homogeneity. 
(

11
) The reader should carefully distinguish between virtual variations in Hamilton's Principle and real 

physical perturbations. 
e2

) The factor 2 in 2Q is conventional. 
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(2.13) 
[cont.] 

Following the last part of Sect. 2.1, it is obvious that Jacobi's equations are equivalent 
to a further variation principle which I call variation principle of the second order ( 11)(1 3): 

tl 

(2.14) J2 = f J 2Q('IfJ, 01p; r;, or;)d3xdt, 
t1 V(t) 

(2.15) 12 = extremum, 

by free and independent variations of the perturbations r;k with fixed values at t 1 • 2 

or;k(x, t1,2) = 0. 

The functions "Pk of the given unperturbed process are not affected by the variation. 
One could call Eqs. (2.14), (2.15) Hamilton's Principle for the perturbations Q of a given 

process P. 
The whole scheme in Fig. 5 is obviously symmetric with respect to the dashed line. 

The procedures above the line can be repeated analogously below the line and the whole 
structure thus obtained is primarily referred to the perturbation space Q = { r;k(x, t), 
k = I, ... , N}. In this way I get a structure which allows for a stability theory of dynamical 
processes in Ljapunov's sense ( 13)(1 4

). 

However, this structure in perturbation space applies also to special perturbations Q 
which are obtained from the invariance group (3) and which are completely given by the 
unperturbed process variables "Pk(x, t) and its derivatives. As an example I refer to the 
time shift transformation (2.8) which, for each c, transforms the real process Pinto another 
real process P': 

(2.16) P = {"Pk(x, t)} => P' = {"P~(x, t, c)= "Pk(x, t+c)}. 

The transition from P to P' can be interpreted as a one-parameter perturbation, the main 
linear part of which is given by 

(2.17) Q = {1J,(X, 1) = O'fk(~~t, e) l ,~o = 0,1f,(X, + 
Another example are the gauge-transformations of complex-valued field variables which 
again transform real processes P into real processes P' (1 5): 

(2.18) 

The associated main part of the perturbation is given by 

(2.19) Q I ( 
01p~(x, t, c) I . ( )l 

= r;k X, t) = Oc e=O = l'lfJk X, t . 

( 13 ) In this context Hamilton's Principle will be regarded as the variation principle of the first order. 
C4

) For illustration I refer again to Jacobi's equations (2.12), which describe the perturbations Q 
of the process P, and which therefore include inherently all information concerning the stability of a given 
process P. Noether's balance equations are the basis of a stability theory in Ljapunov's sense, which uses 
exclusively internal physical structures of the system. For details see [15]. 

(
15

) See Sect. 5. 

7 Arch. Mech. Stos. 4/89 
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Along this line the whole invariance group can be dealt with, giving rise to the definition 
of observables of the second kind (15) in state space P. At this point Noether's theorem (14) 
is applied in two different ways: firstly, it is applied analogously to ( 5) defining observables 
in the usual way. Secondly, a slightly generalized Noether's theorem is applied to the 
kernel Q with respect to scaling transformations of the perturbations 

(2.20) 

which are correlated with scaling transformations of the set of group parameters of the 
in variance group (3): 

(2.21) I 1 . 
c=>c = ;: c. 

More easily the second application ofNoether's theorem in (14) can be avoided by applying 
Euler's formula to the quadratic form Q and using Jacobi's equations (2.12). However, 
the point in my arguments concerning Noether's theorem is to show that within Lagrange­
formalism all constitutive equations are obtained in a methodical unified way, namely 
on the basis of universal invariance principles using Noether's theorem. 

As a consequence, each group parameter c" of the invariance group (3) is associated 
uniquely with two different observables of the 2nd kind in state space P. By Noether's 
theorem they are implicitly defined by nonhomogeneous balance equations ( 16): 

group parameter c" => 2nd kind observable x2. 

(2.22) x2 => balance equation: 8r a"2 + V · Jx2 = ax2. 

Again the quantities involved in Eq. (2.22) are uniquely deduced from the kernel Q (Eq .. 
(2.13)) and thus from the Lagrangian. They give rise to another set of constitutive equations 
(17): 

density of the observable x2 

(2.23) 

flux density of the observable x2 

(2.24) 

density of the production rate of x2 

(2.25) 

The substitution r; => 1p is meant in the sense of Eqs. (2.17), (2.19). 
Among the observables of the second kind one finds the entropy ( 18). It is associated 

with gauge transformations of complex-valued field variables "Pk(1 6). Its balance equation 
(2.22) has to b~ interpreted as the first part of the Second Law of Thermodynamics. It is 
a remarkable fact that the second part of the Second Law, namely 

(2.26) (]entropy ~ 0, 

can be related with stability of the thermal processes. Finally, from the second order variation 
principle ( 11) a Principle of Least Entropy Production ( 19) can be deduced, which applies. 

( 16) See Sect. 5. 
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to each thermal process without any restrictions. This contrasts with an analogous tradi­
tional principle [8] which is restricted to the linear theory of irreversible processes(! 7) and to 
stationary processes and which- to my knowledge- has been proven only for the scalar 
phenomena of heat transport, diffusion and chemical reactions. 

3. Traditional variables versus "fundamental" variables 

3.1. Lagrange-formalism and thermodynamics, an unsolvable contradiction? 

In traditional linear thermodynamics, heat conduction and diffusion are described by 
Fourier's Law: 

(3. I) 

and by Fick's Law: 

(3.2) 

respectively, where c is the specific heat, ;. the coefficient of heat conductivity and D the 
diffusion constant. T is the temperature and e the mass density of the diffusing material. 

Both equations are not self-adjoint. So it is impossible to find a Lagrangian of the 
form 

(3.3) l = l(T, otT, VT) 

or 

(3.4) 

so that Eq. (3.1) or Eq. (3.2) were the respective Euler-Lagrange equation (2.6). 
One could argue that Eqs. (3.1), (3.2) are the energy and mass balance equations 

respectively. So it might be that these equations differ from the yet unknown Euler-Lagrange 
equations. Such an assumption, however, can be put into a physical contraqiction: let me 
assume the existence of respective Lagrangians of the form (3.3) and (3.4). Let me consider 
further a stationary heat or mass flow between two heat or material reservoirs (Fig. 6): 

(3.5) 8rT(x,t)=O, 8re(x,t)=O. 

FIG. 6. Stationary heat flow or diffusion. 

e 7 ) Linear constitutive relations between fluxes and thermodynamical forces. 

7* 
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These processes are associated with linear profiles of temperature or mass density according 

to Eqs. (3.1) or (3.2). There is no physical doubt that in both cases there is a non-vanishing 

energy flux J from left to right, namely a heat flux and a flux of chemical energy respectively: 

(3.6) 

Following, on the other hand, Lagrange-formalism, the Lagrangians (3.3) and (3.4) lead 

uniquely to the respective energy fluxes 

and 

which, according to the expressions (3.5), vanish in contradiction to our physical knowledge 

(Eq. (3.6)). 

Two alternative conclusions can be drawn from this situation: 

1. A Lagrangian does not exist in thermodynamics. That is the historical answer as 

a result of which the older linear thermodynamics or the modern rational thermodynamics 

have been established outside La.grange-formalism. 

2. A Lagrangian does exist in thermodynamics for methodical reasons. But the tradition­

ally used set of process variables T, e, ... is incomplete. It has to be replaced by an enlarged 

set of variables which I call the set of fundamental variables. This is my answer. 

3.2. Complex-valued fundamental variables 

Thermodynamics of heat transport can be included into Lagrange-formalism by intro­

ducing a complex-valued field 1p(x, t) which I call field of thermal excitation. In Lagrange­

formalism "P is the most fundamental variable of phenomenological thermodynamics 

of irreversible processes. Together with its complex conjugate 1p*(x, t), the absolute tem­

perature is defined by 

(3.8) "P"P* = T > 0. 

Obviously T is a positive definite quantity as it should be. 

The complex variable "P contains two real-valued degrees of freedom, thus giving rise 

to the enlargement of the set of variables which I mentioned at the end of Sect. 3.1. In addi­

tion to the temperature T, the real-valued phase function cp(x, t) is taken into account: 

(3.9) 1p(x, t) = yT(x, t) · eitp(x,t). 

By means of the additional quantity <p, the physical contradiction of Sect. 3.1 concerning 

the heat flux can be solved: The ansatz (3.3) for the Lagrangian is replaced by 

(3.10) 

or, equivalently, by 

(3.11) 

( 18) These equations are due to the box (8) of Fig. 5. 
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As a consequence, the heat flux (3.7) 1 is supplemented by a second term: 

(3.12) 
of of 

J = o(VT) orT+ o(Vcp) OrCfJ· 

In the stationary case this gives rise to J =I= 0(1 9). 

A loose physical interpretation of the thermal excitation field 1p(x, t) is suggested by the 
definition (3.8): Wherever and whenever the system is thermally excited ( 1p =I= 0), it is 
found at a finite temperature T > 0, and vice versa. Furthermore the existence of the 
absolute zero point T = 0 is included. It is associated with a state of no thermal excita­
tion(20). 

An analogous procedure holds for diffusion. As a fundamental variable I introduce 
a classical(2 1), complex-valued matter field <P(x, t) which by 

(3.13) 

defines the mass density of the diffusing matter. Again the "vacuum" is involved by <P = 0. 
By means of the real-valued phase function x, the matter field can be represented by its 
two real-valued degrees of freedom: 

(3.14) 

A multicomponent diffusion problem will be described by a multicomponent matter 
field 

(3.15) 4» = {<P1 (x, t), <P2 (x, t), ... }. 

Each component <Pk is associated with a particular diffusing constituent, the partial mass 
density of which is given by 

(3.16) 

Finally the total mass density is defined by the formula 

(3.17) (4»14») = <Pl<Pi+<P2<P~+ ... 

= (21+e2+ ... = e ~ o. 
At this point it is qualitatively quite clear how to proceed with chemical reactions: 

By properly coupling the partial matter fields <Pk with each other and with the thermal 
excitation field 1p, it is possible to describe the dynamics of chemical reactions. 

Referring again to the box (3) of Fig. 5, one very important invariance principle should 
be mentioned. Obviously the definitions (3.8), (3.13), (3.17) for the temperature and the 
mass densities are invariant with respect to gauge transformations of the complex-valued 
fields: 

(3.18) 
1jJ => 1p' = 1peie, 

<Pk => </>~ = <Pkeie\ - oo < c, ck < oo . 

(l 9
) The stationary heat flow is associated with .a, T = 0 and c,q; =I= 0. 

(2°) Of course future investigations also should aim at giving a microscopic interpretation of the 
excitation field. 

(2 1
) f/J has to be distinguished from the matter field of quantum mechanics. 
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A group of common gauge transformations (s = sk) of all fields 1p and l/Jk is taken as an 
invariance principle for thermodynamics. This principle is due to the idea that only phase 
differences of the various complex fields are physically relevant. The gauge invariance 
leads to mass conservation for diffusion processes and chemical reactions along the line 
of observables of the 1st kind. On the other hand, the entropy is the associated observable 
of the 2nd kind. Gauge in variance is the reason for the fact that the phase function cp of the 
excitation field does not appear among the variables of the Lagrangian (3.11 ). 

4. Analogy between defect dynamics and the dynamics of material diffusion and chemical 
reactions 

Let me consider a chemical reaction between the constituents S 1 , ••• , Sn and let me add 
for convenience the heat release [Q] of the gross reaction into the chemical reaction equa­
tion: 

(4.1) 

example 

(4.2) 

[Q] { : ~} for an {
exothermic \ 

reaction 
endothermicf 

running from the left to the right-hand side. 
The atomic structure of the constituents manifests itself by the Principle of Multiple 

Proportions 

(4.3) 

and by the gross mass balance 

(4.4) 

of the gross reaction. Mk is the molecular mass of constituent Sk. In Eqs. ( 4.3), ( 4.4) the 
stoichiometric coefficients 1'k are chosen positive or negative according to their position 
on the left or right-hand side of the reaction equation (4.1). ak is the mass production rate 
of the constitutent Sk due to the chemical reaction. 

In Lagrange-formalism the constituents Sk are represented by n different matter fields 
'lfJk(22). These are coupled in such a way as to take account of the relations (4.3) and (4.4) 
which are essential features of the microdynamics of the chemical process. Due to the gauge 
transformations (3.18), the partial mass balance equations 

(4.5) 

are defined for all constituents Sk, where the mass production rates are given by 

(4.6) 

(2 2
) The nomenclature is changed as compared with Sect. 3.2: (])k => tt'k. 
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Jk, ~ are the partial mass flux and the reaction velocity. Equation (4.6) is a constitutive 
equation associated with the 1st kind observable "partial mass of constituent Sk"· Obviously 
it is a solution of Eq. (4.3). Summing up Eqs. (4.5) fork = 1, ... , n, the conservation of the 
total mass is found on the basis of Eq. (4.4): 

(4.7) 

(4.8) 

(4.9) 

n 

}; ak = 0, 
k=l 

n 

J(Q) = }; Jk. 
k=l 

A chemical reaction can be looked upon as a mass tr~nsfer between different material 
degrees of freedom VJk. Equation ( 4. 7) is the mathematical correlate for this transfer. As to 
the energy transfer, we have further to take account of the heat release [Q] of the chemical 
reaction. This will be done by properly coupling the matter fields VJk with the thermal 
excitation field VJ· From this point of view heat release is an energy transfer from the 
material degrees of freedom VJk to the thermal degree of freedom VJ, i.e., energy is transfor­
med from chemical forms into .the thermal form and vice versa. 

These considerations show how microscopic structures can be transferred into Lagrange­
formalism. However, it is not necessary to fix our attention exclusively on the mass. Instead, 
we can look equally well upon the number of nuclei ( = atoms) in the constituents. Along 
this line the analogy between chemical dynamics and defect dynamics in solids becomes 
much wider: Let Nk be the number of atoms in the molecule of constituent Sk. Then, 
during a chemical reaction the total number of atoms is preserved and Eqs. ( 4.3), ( 4.4) 
have to be replaced by a modified Principle of Multiple Proportions: 

(4.10) 

and by the gross balance of numbers of atoms: 

(4.1 I) 

rk is now the production rate of the constituent Sk normalized to the number of atoms. The 
rest concerning Eqs. (4.5)-(4.9) runs as before and is left to the reader. 

The essential point of the analogy between chemical reactions and defect dynamics 
of solids is the existence of a large number of countable objects on the microlevel in both 
cases. In either case the objects might be composed of more than one elementary nucleus. 
The following examples are self-evident and can in principle be dealt with in the same 
formal way as diffusing and reacting chemical substances. 

Figure 7a shows a crystal lattice with several eigen-defects: Single vacancies V1 (D), 
double vacancies V2 (D D) composed of two single vacancies, eigen-interstitial atoms 
11 ( • ). From solid state physics [16] we know that these defects migrate through the solid. 
Depending on temperature, there is a tendency of single vacancies to form bigger vacancy 
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FIG. 7. a) Point-like lattice defects, b) formation of an interstitial dumbbell, c) kinks on a macromolecule, 
d) annihilation of dislocations, e) dislocation reaction. 

clusters. On the other hand, these may decay again. Thus we get a reaction equation of the 
form 

(4.12) 

where [Q] is the formation energy of the double vacancy. 
A single vacancy and a single interstitial may annihilate each other or they may be 

created pairwise by thermal activation. The associated reaction equation reads 

(4.13) 

where [Q] stands for the creation energy of a vacancy-interstitial pair. 0 stands for the 
unperturbed crystal lattice, which plays the role of a "vacuum state". 

With respect to Eqs. (4.10), (4.11), interstitials and vacancies are endowed with the 
following nuclei-numbers: 

Jl: NJl = +1, 

(4.14) Vl: Nv
1 

= -1, 

Vz: Nv2 = -2. 

The minus sign in the case of vacancies is due to the missing atomic mass. Obviously Eq. 
(4.11) is fulfilled by Eqs. (4.13), (4.14). 

The Snoek-effect which gives rise to elastic relaxation is microscopically due to the 
directional relaxation of interstitial dumbbells (e-e). In a face-centered cubic lattice 
an interstitial atom may be unstable at the central site of the elementary cell. Shifting the 
interstitial towards its next neighbour in the face-center (Fig. 7b) gives rise to a symmetri­
cally lying dumbbell. Of course, in thermal equilibrium and in a state, which is free of exter­
nal stresses, the dumbbells are equally distributed the into three cubic directions. However, 
the dumbbell being an eigenstress center in the crystal interacts elastically with an external 
stress field. The result is a tendency of the dumbbells to switch over into a preferred direction 
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which is defined by the external stress field. This process gives rise to an elastic after­
effect on the phenomenological level. The dumbbells are divided into three different classes 
according to the three cubic directions. Then the switching over from one direction to the 
other may again be associated with reaction equations of the form 

(4.15) • I ~ e-e+ [Q] . • 
Here the energy release [Q] is due to elastic interactions. 

In polymer physics the "kink" on an otherwise stretched macromolecule is an important 
defect (Fig. 7c) [I 7]. It is formed and annihilated as a single defect by thermal activation 

(4.16) K~ 0+ [Q]. 

Because there are two different sorts of kinks involved, namely the left-handed and the 
right-handed kinks, they can be created and annihilated pairwise, too 

(4.17) 

As a final example of point-like defects, I mention electronically-excited atoms. Regard­
ing different excitation states Ak as different "constituents", we have again reaction equa­
tions of the type ( 4.15): 

( 4.18) 

In contrast with the examples given so far, the dislocation dynamics is much more 
complicated. In principle a lot of reaction equations can be discussed, e.g., see (Fig. 7d, e) 

(4.19) l_ + T ~ 0+ [Q] 

or 

(4.20) j_ I + j_ II ~ j_ Ill + [Q] · 

Equation (4.19) describes a pairwise annihilation of edge dislocations of opposite sign 
lying on the same slip plane (Fig. 7d). Equation (4.20) describes the combination of two 
edge dislocations along the intersection line of their slip planes I and II, thus producing 
a third dislocation which runs away on its slip plane III (Fig. 7e). All dislocation reactions 
have to follow a "gross balance equation" 

(4.21) 

for the Burgers-vectors of the reacting dislocations. Equation (4.21) is analogous to Eq. 
( 4.4) or ( 4.11 ). All these dislocation processes are highly idealized. We should rather keep 
in mind that dislocations are line-shaped objects. Thus in reality we find a complicated 
three-dimensional network which cannot be described by means of point-like objects as 
is done in the simplified, two-dimensional models of Fig. 7d, e. I think, however, that the 
situation for future efforts is not completely hopeless because of the fact that in a real 
crystal only a few slip systems are activated. 
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5. The Lagrangian for special irreversible processes 

Let me consider heat transport, diffusion and one chemical reaction in a n-component 
system. The processes take place in a rigid material medium, i.e., mechanical degrees of free­
dom for deformation are not yet taken into account. As compared with Sect. 3.2, the mass 
densities e are replaced by particle densities n. The Lagrangians are written down in terms 
of the absolute temperature T(x, t), the particle densities nk(x, t) of the chemical constituents 
Sk and of the phase functions q;(x, t) and q;k(x, t) of the thermal excitation field 

(5.1) 

and of the matter fields 

respectively. 
Fourier's linear theory of heat transport can completely be deduced from the Lagrang­

ian(24) [1, 2] 

(5.3) 
1 

I = l(T, BT, Bq;) = - - ( cTBr( q;- q;0 (t, T)) 
w 

with the abbreviations 

(5.4) 

and 

(5.5) 

+ (- J.VT) · V( q;- q;0 (t, T)) + Br G(T)] 

To 
q;0 (x, T) = -wt+ 

2
T 

1 

G(T) = -To . f p(~T) d~ 
2T . ~2 • 

TofT 

The specific heat c and the coefficient }, of heat conductivity are assumed to be constant. 
T 0 is a reference temperature. The quantity p(T) in the integrand of Eq. (5.5) is the pressure 
of the system which, because of the embedding into a rigid medium, has to be interpreted 
as a rigid body response. The frequency w is not specified at this stage of the theory. How­
ever, it is necessary because of the physical dimension of the Lagrangian. It is physically 
associated with the rigid material background and will become relevant not before the 
system is liberated from its mechanical constraints. 

The Euler-Lagrange field equations (2.6) for the variations bq; and (JT read as follows: 

(5.6) bq;: c8, T- J.iJT = 0, 

(5.7) bT: cor(q;-cp0 (t, T))+J.iJ(q;-q; 0 (t, T)) = 0. 

In Eq. (5.7) I have already taken account of Eq. (5.6). By Eq. (5.6) obviously Fourier's 
law (3.1) of heat transport is rediscovered. Equation (5.7) has a particular solution, 

(5.8) To 
q; = q;0 (x, t) = -wt+ 2T(x, t) 

(2 3
) As compared with Eqs. (3 .13)-(3.17) the nomenclature for the matter fields has been changed. 

(2 4
) See Eqs. (3.10), (3.11). 
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which is associated with the Principle of Local Equilibrium. This interpretation is due to 

the fact that on the ground of the solution (5.8), all constitutive equations of Fourier's 

theory can be derived(2 5
) and Fourier's theory itself is essentially based on that principle. 

Following Eq. (2.7), the Lagrangian (5.3) leads to the boundary conditions of a ther­

mally-isolated system: 

(5.9) CJcp: 
a1 1 

n · b-(V g;) = - ~ n · (- J.V T) = 0, 

(5.10) bT: n · O(~T) = - ~ n · [ -AV(q:>-q:>0)+(- AVT) · ~}] = 0. 

From Eqs. (3.12) and (5.3), (5.8) we find the heat flux in the form 

(5.11) J = -).VT. 

Using Eq. (5.8) this means that the bounda,ry conditions are fulfilled simultaneously if the 

heat flux vanishes across the boundary, as it should be for the isolated system. 

The combined process of heat transport, diffusion and one chemical reaction is described 

by the Lagrangian 

(5.12) (2 6
) I= l(T, nk, oT; onk, og;, og;k) 

I 
~ - - - {u(T, n) · Or(q;-g;o) 

• 
=> 

• 

=> 

(J) 

II 

+ 2 n1 or[/.t1(T, n) ·a;] 
i=l 

+J(T, n, VT, Vn) · V(g;-ro) 
n 

+ 2 J1(T, n, VT, V~) · V Vt1(T, n) · a1) 
i= I 

+R(T, n , oc) 

+ ot G(T, n)}. 

The meaning of the symbols is as follows: 

the arguments n, oc represent all nk, ak for k = l, ... , n. 

Abbreviations: 

(5.13) 

(5.14) 

(5.15) 

(5.16) 

To 
g;0 (t, T) = -wt+ 

2
T, 

ak = (g;k-g;)-(cpko(t, T, nk)-g;o(t, T)), 

1 

G(T ) = !i_ .· J p(~T, ~n) dt 
'n 2T ~2 "' 

TofT 

(2 5
) For details see references [1, 2, 3]. 

(2 6
) For a detailed discussion of this Lagrangian the reader is referred to a forthcoming paper [l8]. 
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w, T0 , p(T, n): aSI before in Eqs. (5.3)-(5.5). The pressure now depends on the particle 
densities, too. y- a dimensional factor. 

Constitutive functions: 
u(T, n) energy density, 

!li(T, n) chemical potential of the constituent Si, 
J(T, n, VT, Vn) energy flux density, 

Ji( ......... ) ·diffusion flux density of the constituent Si, 
R(T, n, ~) a reaction potential with the property 

(5.17) R( ... ,~)=O for ak=O, k=l, ... ,n. 

Terms marked by arrows are those already known from pure heat conduction. As 
compared with the Lagrangian (5.3), I have only substituted the special linear expressions 
for the energy density and for the energy flux by more general ones: 

cT ==> u(T, ... ), 

- ).VT ==> J(T, VT, ... ) . 
(5.18) 

The terms marked by dots are due to diffusion. Of course there is in general a coupling 
between the thermal and the material degrees of freedom 1p and "Pk, which is taken into 
account by the mixed arguments T, n, . . . in the functions u, 1-li, J and Ji. 

Finally the function R is a reaction potential which describes completely the dynamics 
of a chemical reaction(2 7). For instance the particle production rates(2 8 ) are derived from R 
by means of the formula 

(5.19) 
I oR( ... , a) 

Ch = - - --=-- -
/-lk oak 

Especially the ansatz 

(5.20) 

leads to the well-known linear theory of chemical reactions [8, 9]: 

(5.21) 

Comparing with Eq. (4.6), we find for the reaction velocity the constitutive relation 

(5.22) ~=L·(-~). 
where L is a material parameter and A the affinity of the chemical reaction: 

(5.23) 

n 

A = _2; p,iT, n) · vj. 
j=l 

(2 7
) The formalism can easily be generalized for an arbitrary number of reactions. 

(2 8 ) See Eqs. (4.3), (4.5), (4.6). Keep in mind that I am dealing now with particle densities instead 
of mass densities. 
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Again the Lagrange (5.12) is associated with the Principle of Local Equilibrium. This 
holds on the ground of the particular solution 

(5.24) 

(5.25) 

To 
cp = q;0 (x, t) = -wt+ 2T(x, t) , 

nk(x, t) 
({Jk = ({Jk0 (X, t) = -wt+y 2T(x, t) 

for the phase functions. These solutions are universal insofar as they are independent of 
constitutive relations. 

It is a remarkable fact that by the stepwise extension of the Lagrangian along the se­
quence "heat transport, diffusion, chemical reaction", the preceding structures are preser­
ved: this holds, for example, for the function q;0 and G. 

The Lagrangian (5.12) is obviously invariant with respect to a common gauge transfor­
mation of the thermal excitation field 1p and of the matter fields 1pk(29): 

(5.26) 

This is especially true for the phase difference ({Jk- q; in the quantity ak. The gauge 
invariance leads to the entropy concept of the combined process. 

The denominators in the functions q;0 and cpko (see Eqs. (5.13), (5.15)) indicate singular­
ities at the absolute zero point T = 0. In the Lagrangian, the singularities can be removed 
by a proper behaviour of the constitutive quantities u, !1-i, J and Ji at the zero point. How­
ever, in the particular solutions (5.24), (5.25) they are still preserved. It might be so that this 
fact is related with the Third Law of Thermodynamics which asserts that it is impossible 
to get to the absolute zero-temperature by any experimental means. 

6. Concluding remarks 

According to the analogies shown in Sect. 4, the Lagrangian (5.12) can be transferred 
to the case of defect dynamics. However, one should keep in mind that its range of applica­
tion is restricted by the Principle of Local Equilibrium. This means that the defect densities 
have to be locally in thermal equilibrium. In solid state physics this situation is found, 
e.g., for vacancies, ipterstitials and interstitial dumbbells in annealed materials. However, 
if we look, for example at a high vacancy density frozen in at low temperatures, the dy­
namics will initially run outside local equilibrium. In such cases the Lagrangian can be 
generalized in order to take account of those processes which run outside of local 
equilibrium [3]. Unfortunately this generalization is impossible for dislocation dynamics 
because of the lack of an appropriate thermostatics. The Lagrangian for dislocati~n 
dynamics has to be defined far away from equilibrium without reference to ther­
mostatics. 

The mechanical degrees of freedom are not yet taken into account. I think it should 
be possible to liberate the Lagrangian (5.12) from its constraints concerning the rigid 
material background. This will be done formally along the line of the gauge field theory 
or on the ground of more physical and heuristic ideas. 

(29 ) See Eq. (3.18). 
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