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Thesis

Intermolecular interactions in solution appear in all types of biochemical reactions

and can be quanti�ed by equilibrium and rate constants of the reactions. Due to

the presence of intermolecular interactions, the free motion of each molecule taking

part in the reaction is in�uenced to some extent depending on these constants.

Within this thesis, I proposed a convenient and reliable method for the qualitative

and quantitative determination of intermolecular interactions in solutions from the

motion of single molecule.

Fluorescence correlation spectroscopy (FCS), one type of single-molecule tech-

nique, was employed as the main method in this thesis. FCS monitors the motion

of �uorescent probes in various solutions where di�erent types of intermolecular

interaction take place. By analysing the motion of probes using proper theoret-

ical models for FCS, I quantitatively determined the intermolecular interactions

in complexes formed by the probes with other substances in terms of equilibrium

and rate constants.

The validity and reliability of my method has been proved by several examples

of intermolecular interactions in this thesis, such as protein-surfactant interaction

(chapter 2), dye-micelle interaction (chapter 3) and drug-DNA interaction (chap-
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ter 4). The thesis paves a promising application of FCS toward the quantitative

determination of intermolecular interactions in chemical and biological systems.
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Abstract

Intermolecular interactions occur when molecules are approaching or contacting

each other. The types and strengths of the interaction depend on the chemical and

physical properties of individual molecules. Before the advent of single-molecule

techniques in 90s, experiments aiming at the study of the intermolecular interac-

tions were usually performed on an ensemble of molecules in bulk. As a result,

behaviours of individual molecule in the processes of interaction could not be fully

distinguished, and only average characteristics were measured.

In this thesis I aim to quantitatively determine the intermolecular interactions

from the motion of �uorescent probes in aqueous solutions at single-molecule

level, which were not available from the ensemble experiments in the past. Single-

molecule technique �uorescence correlation spectroscopy (FCS) and stimulated

emission depletion-FCS (STED-FCS), as well as other auxiliary methods such

as dynamic lighting scattering (DLS), Taylor dispersion analysis (TDA), etc.,

were employed in this work. The di�usion coe�cients of probes, equilibrium and

rate constants for the complex-formation were determined from the analysis of

experimental data using proper theoretical models.

The thesis is composed of �ve chapters. Chapter 1 gives a comprehensive

introduction of the studies, provides related background knowledges of the ex-

perimental techniques utilized in this thesis: FCS, STED-FCS, DLS, TDA, etc.

Chapter 2 elucidates the in�uences of various surfactants on the structure of glob-

ular protein (bovine serum albumin, BSA) due to the intermolecular interactions.

Chapter 3 probes the di�usion-reaction dynamics of complex-formation in a model
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XIV Abstract

system of dye-micelle, where I retrieve the equilibrium and rates constants. Chap-

ter 4 presents the quantitative determination of the interaction between anticancer

drugs (Doxorubicin) and DNA in vitro based on the methods derived from the

former chapters. In the end, Chapter 5 gives a brief overview of all the studies

and �nal conclusions.
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Chapter 1

Introduction

1.1 Types of Intermolecular Interactions

Interaction usually occurs when two or more objects are approaching each other.

In chemistry intermolecular interaction, also known as noncovalent interactions

or molecular interactions, refers to the mutual e�ects between two or even more

molecules. The concept was �rst proposed by J. D. van der Waals (1873) in ex-

plaining the properties of real gases and liquids [1]. In contrast to the intramolec-

ular interactions (e.g., covalent bond), (inter)molecular interactions are usually

much weaker in terms of bond energy (see Fig. 1.1). However they play criti-

cal roles in determining the physicochemical properties of matters, for example,

maintaining the three-dimensional structures of lipids, proteins, DNA, etc.

Generally intermolecular interactions are catalogued into two main groups:

� Speci�c interaction�involving in the formation of well-de�ned complexes

with exact stoichiometry, for example, macromolecule-ligand complexes (e.g.,

protein-drug and protein-DNA complexes) [2].

� Non-speci�c interaction�a�ecting the formation of complexes without sto-

ichiometry or creating loosely-bound aggregates. It usually consists of four

major subcategories [3, 4]:
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2 Chapter 1: Introduction

Figure 1.1: (a) Comparison of the energies required to break covalent bonds and
noncovalent interactions. Apparently covalent bonds are one to two orders of
magnitudes stronger than the noncovalent interactions; (b) Exempli�ed covalent
bonds and noncovalent interactions in two proteins. In addition to the covalent
bonds that connect the atoms of amino acids together, noncovalent interactions
stabilize the structure of protein.

1. Ionic interaction;

2. Van der Waals forces (Keesom force, Debye force, and London disper-

sion force);

3. Hydrogen bonding;

4. Hydrophobic e�ect.

Ionic Interaction

Ionic interaction, governed by the Coulomb's law, results from the attractive and

repulsive forces among ions or molecules possessing permanent charges once they

http://rcin.org.pl



1.1 Types of Intermolecular Interactions 3

are close enough in space. Unlike covalent bonds, the electrostatic interaction

does not have �xed or speci�c geometric orientations since the electrostatic �eld

around an ion is isotropic.

The relative strength of the interaction between two ions, A+ and B− for

example, partially depends on the concentration of other ions in the solution

(Debye screening). The higher the concentrations of other ions (e.g., Na+ and

Cl−), the more opportunities for A+ and B− have to interact ionically with these

other ions, and thus the lower the energy required to break the interaction between

them. Therefore, increasing the concentration of salt in the solution weakens the

electrostatic interactions among the two ions due to the Debye screening.

Van der Waals Interaction

In contrast to ionic interaction which exists between the particles with permanent

charges, van der Waals interaction occurs between molecular dipoles, either tran-

siently induced or permanent electric ones (Fig. 1.2) [5]. Generally van der Waals

interaction includes:

� Dipole�dipole interaction, alternatively called the Keesom force, is the elec-

trostatic interaction between permanent dipoles in the molecules which con-

tain electronegative atoms such as oxygen, nitrogen, sulfur, and �uorine;

� Dipole�induced dipole interaction, also called Debye force, denotes the in-

teraction between a permanent dipole and another non-polar molecule with

an induced dipole;

� Induced dipole�induced dipole interaction, known as London dispersion force,

exits in all molecules even those without permanent dipoles. It originates

from the temporary �uctuations of electron density of molecules or atoms

when the two dipoles are almost simultaneously induced. It is the weakest

one among all noncovalent interactions.
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4 Chapter 1: Introduction

Figure 1.2: Schematic illustration of van der Waals inteaction.

The strength of van der Waals interaction decreases rapidly as the distance

between atoms increases. However, if atoms get too close, they begin to repel each

other because of the negative-charged electrons. When the attraction between two

atoms exactly balances the repulsion from their electron clouds, the atoms are in

van der Waals contact.

Hydrogen Bonding

Hydrogen bond is a special dipole-dipole interaction between a partially positive-

charged hydrogen atom in a molecular dipole and another highly electronegative

atom (e.g. oxygen, nitrogen, sulphur, or �uorine). When a hydrogen atom (H )

http://rcin.org.pl



1.1 Types of Intermolecular Interactions 5

Figure 1.3: Hydrogen bonding in the base pairs of DNA. Adenine and thymine
form two hydrogen bonds, while guanine and cytosine are linked by three bonds.

covalently bound to an electronegative donor atom (D), it can form another extra

bond, i.e., hydrogen bond, with an acceptor atom (A) possessing lone pair of

electrons as:

Dδ− −Hδ+ + Aδ− � Dδ− −Hδ+ · · ·Aδ−

The superscript represents the partial charge of each atom.

Although the hydrogen bond is longer and weaker than the covalent bond

between the same atoms, it plays an important role in maintaining the physio-

chemical properties of matters. The simplest example of hydrogen bond exists

in water. It provides water with many special properties, such as high melting

and boiling points. Hydrogen bonding is also crucial in stabilizing the three-
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6 Chapter 1: Introduction

dimensional structures of proteins and double helices of DNA molecules (see Fig.

1.3) [6].

Generally the interactions above belong to the electrostatic interactions orig-

inating from charges or dipoles, while the hydrophobic e�ect in the following

subsection depends on the thermodynamic properties of matter.

Hydrophobic E�ect

Hydrophobic e�ect denotes the phenomenon of aggregation of nonpolar molecules

or nonpolar portions of molecules for reducing the extent of their contact with

water molecules. For example, the formation of micelles results from the self-

assembly of surfactant molecules in water. Less water molecules are needed to

surround the nonpolar surfactant molecules after the self-assembly, which is much

more entropically favourable than the unaggregated state (see Fig. 1.4). In other

words, the hydrophobic e�ect stabilize the nonpolar molecules in aqueous solution

energetically. Hydrophobic e�ect is commonly observed in a diversity of biological

phenomenons. Protein folding is one typical example of hydrophobic e�ect [7, 8].

Figure 1.4: Schematic illustration of micelles formation due to the hydropho-
bic e�ect: self-assembly of surfactant molecules consisting of hydrophilic heads
and hydrophobic tails reduces the total number of water molecules required to
surround them separately. It is an entropic and energetically favourable state
compared with the non-aggregated state.
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1.2 Molecular Motion in Liquids 7

1.2 Molecular Motion in Liquids

All molecules are in constant motion driven by their kinetic energy. The degree of

freedom of molecular motion depends on the phase of matters (i.e., gas, liquid or

solid state). The motion of molecules in liquids can be generally catalogued into

two main groups: a) rotational motion without changing the position of centre of

mass but the orientation of molecular axis in space; b) translational movement of

a centre of mass with �xed orientation of molecule [9]. Any molecular motion is

the combination of both of them.

Brownian Motion and Di�usion

Brownian motion is the random motion of particles suspended in a �uid due to

the collision with other atoms or molecules. The motion was �rst discovered by a

botanist Robert Brown in 1827 while he was studying the pollen grains suspended

in water under a microscope [10]. Brown observed that the particles ejected by

the pollen grains were conducting random movement. However, he was not able

to explain the mechanisms behind this phenomena since the concept of "atoms

and molecules" had not been a well-documented concept at that time.

The mechanism behind Brownian motion was proposed by other scientists at

the beginning of the XXth century. Among them, the explanations from Albert

Einstein and Marian Smoluchowski gained the most intensive attentions in the

�eld of physics. Einstein described the Brownian motion using a di�usion equation

for the Brownian particles, in which the di�usion coe�cient of the particle (D)

was related to its mean square displacement (MSD) [11]:

MSD =< (r(t)− r(0))2 >= nDt, (1.1)

where n is a dimensionality parameter equal to 2, 4, or 6 for 1-, 2-, or 3-dimensional

di�usion, respectively, and r(t) denots the position of a particle at time t. Smolu-
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8 Chapter 1: Introduction

chowski's derivation of Brownian motion started from the same premise as that

of Einstein and got the same expression for MSD [12].

Fick's Laws

Scienti�c study of di�usion can be traced back to the experiments performed by

Thomas Graham around 1830s [13,14]. On the basis of Graham's research, Adolf

Fick proposed his laws of di�usion in 1855 [15], which are known as Fick's Laws.

He treated di�usion as the migration of matter down a concentration gradient by

analogy to the �ow of heat and electric current which were actual migration of heat

and charges down a temperature and electrical potential gradient respectively.

Fick's �rst law, relating the di�usive �ux to the concentration gradient (∇C),

is given by:

J = −D∇C, (1.2)

where J is the number of molecules going through a unit area in a unit time and

D is the di�usion coe�cient.

Fick's second law predicts how di�usion causes the concentration (C ) change

as a function of time t, which is expressed as:

∂C

∂t
= D∇2C. (1.3)

Stokes-Sutherland-Einstein (SSE) Equation

Sutherland, Smoluchowski and Einstein independently revealed the temperature-

dependence of di�usion rates in their theoretical papers on "Stokes" particles in

Brownian motion at the beginning of XX century [11,16,17]. The general form of

the equation, currently called Stokes-Sutherland-Einstein (SSE), is given as [18]:

D0 = µkBT, (1.4)

where D0 is the self-di�usion coe�cient of the "Stokes" particle, kB is the Boltz-

mann's constant, T is the absolute temperature and µ is the ratio of the particle's
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1.3 The Phenomena of Fluorescence 9

velocity ν to the applied drag force Fd. For spherical particle with radius Rh:

Fd = 6πηRhν, (1.5)

where η is the dynamic viscosity of the medium. To combine the two equation

above, we obtain the �nal SSE equation as:

D0 =
kBT

6πηRh

. (1.6)

SSE equation reveals the relation between di�usion coe�cient of a particle

and its hydrodynamic radius in a �uid. Deviations from SSE equation were ob-

served when very small probe were used [19]. Additionally, breakdown of the SSE

equation in complex liquids were also reported. Validity of the SSE equation is

retained if the viscosity of medium is not treated as a constant, but as a func-

tion of probe size [20]. Then the e�ective viscosity in Eq. 1.5 is experimentally

determined.

1.3 The Phenomena of Fluorescence

Fluorescence, one type of luminescence, is the spontaneous emission of light from

excited substance [21]. The story of �uorescence started with a report by N.

Monardes in 1565. However, the major experimental and theoretical aspects of

�uorescence were really understood only after the emergence of quantum theory in

the twentieth century (i.e., 1918-1935). Numerous observations and achievements

related to �uorescence, Jablonski's diagram for example [22], were published dur-

ing this period in succession [23].

The Perrin-Jablonski Diagram

The Perrin-Jablonski diagram, named after French physicist Francis Perrin and

Polish physicist Aleksander Jablonski, is a useful tool for visualizing the possible

processes involved in �uorescence, including photons absorption, internal conver-

sion, �uorescence emission, etc (see Fig 1.5). When a molecule (or a particle)
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10 Chapter 1: Introduction

Figure 1.5: Simpli�ed Perrin-Jablonski diagram [23]. S0, S1, S2 correspond to
singlet ground, �rst and second excited states of the molecule. T1 represents �rst
excited triplet state.

interacts with a photon whose energy equals to the di�erence between ground

and excited state of the molecule, electrons may absorb the energy of photon and

then jump to an excited state (e.g., S0 → S1 or S2). Because the excited state is

far from thermodynamic equilibrium, the molecule tends to return to the ground

state from the �rst excited singlet state (S1 → S0) via nonradiative and radiative

decay. During the nonradiative, decay energy is released as heat to the surround-

ings if di�erences between the energy levels are small. In the radiative processes

the emitted photons are observed as �uorescence. If the emission process occurs in

the absence of an external stimulus/magnetic �eld, it is called spontaneous emis-

sion. If the emission takes place in the presence of external stimuli, for example

external electromagnetic �eld, then it is called stimulated emission. In the stim-

ulated emission the energy transferred to the electromagnetic �eld creates new

photons with the same phase, frequency, polarization, and direction of travel as

the photons of the incident wave. Therefore, stimulated emission can be applied

to many �elds, such as the ampli�cation of laser and stimulated emission depletion
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1.3 The Phenomena of Fluorescence 11

(STED) microscopy, because of its unique properties.

If the geometry of an excited molecule in a vibrational state of the singlet state

is identical to that of the molecule in the triplet state, intersystem crossing may

occur. Then photons emitted from the transition between T1 → S0 are observed

as phosphorescence.

Fluorescence Lifetime

Generally �uorescence lifetime denotes the time of a �uorophore spending in the

excited state. The excitation of a �uorescent sample by an in�nitely sharp pulse

of light leads to a certain number of molecules to the excited state. The return

of the excited molecules to the ground state via radiatively and nonradiatively

decay, or intersystem crossing. In chemical kinetics, the rate of deactivation of

excited molecules can be expressed by the following di�erential equation [21,23]:

dN(t)

dt
= (kR + kNR)N(t), (1.7)

where N(t) is the number of excited molecules at time t after excitation. kR and

kNR are the rate constants for radiative and nonradiative processes respectively.

And,

kNR = kIC + kISC, (1.8)

where kIC is the rate constant of internal conversion ( S1 → S0) without �uo-

rescence emission, kISC is the rate constant of intersystem crossing (T1 → S0).

Integration of Eq. 1.7 yields

N(t) = N0 exp(−t/τfl), (1.9)

where τfl is the �uorescence lifetime and is de�ned as

τfl = 1/(kR + kNR). (1.10)

In �uorescence experiments we actually measure the �uorescence intensity I(t)

rather than the number of excited molecules, since I(t) is proportional to N(t).
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Then we can rewrite Eq. 1.9 as

I(t) = I0 exp(−t/τfl). (1.11)

The average �uorescence lifetime of a �uorophore can be determined from the

�tting of experimental data with Eq. 1.9. For organic molecules, it ranges from

tens of picoseconds to hundreds of nanoseconds. By contrast, phosphorescence

lifetime usually last from microseconds to hours � much longer than that of �uo-

rescence lifetime.

Additionally, the �uorescence lifetime is one of the most important character-

istics of a �uorophore because it de�nes the time window for the observation of

dynamic phenomena of the molecule [23]. It is a relatively long process compared

to the time-scale of various molecular events. The �uorophore may undergo a

variety of transformations during this time, such as electron redistribution, ge-

ometric alteration to reorganization of the surrounding molecules and chemical

reactions [24]. As a result, the value of �uorescence lifetime varies in di�erent

situations and environments.

Quantum Yields

Quantum yield Q is de�ned as the ratio of the number of emitted photons from

�uorophores (P em) to the number of absorbed photons (Pab) over the whole du-

ration of the decay. In other words, it is the fraction of excited molecules that

return to the ground state with the emission of �uorescence photons [23]:

Q =
Pem

Pab

=
kR

kR + kNR

. (1.12)

Apparently both quantum yield and �uorescence lifetime depend on the rate con-

stants kR and kNR. A molecule may be non�uorescent because of a large rate

constant of nonradiative decay or a slow rate constant of radiative process. Sub-

stances with large quantum yields, rhodamine family for example, usually have

excellent �uorescent properties (i.e., shine brightly after excitation)
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1.4 Experimental Techniques 13

1.4 Experimental Techniques

This section introduces the working principle and theoretical background of ex-

perimental techniques we employed in the studies of intermolecular interactions.

Introduction to �uorescence correlation spectroscopy (subsection 1.3.1), stimu-

lated emission depletion �uorescence correlation spectroscopy (subsection 1.3.2),

dynamic light scattering (subsection 1.3.3), and Taylor dispersion analysis (sub-

section 1.3.4) are included respectively.

Fluorescence Correlation Spectroscopy (FCS)

Fluorescence correlation spectroscopy (FCS) was �rst introduced by Magde, El-

son and Webb in the early 1970s for the determination of the chemical kinetics

of the intermolecular interaction between DNA and ethidium bromide [25�27].

Since the advent of confocal microscopy illumination, FCS retrieved a renaissance

in the 1990s [28�30]. In FCS, �uctuations of �uorescence emitted from probes dif-

fusing through a focal volume are recorded. Autocorrelation of the signal reveals

the characteristic time scales of the �uctuations. Combined with a proper theo-

retical model, such analysis may o�er various information on the physiochemical

properties of the probes, such as di�usion coe�cients, concentrations, structures,

singlet-triplet lifetime, dynamics of any reaction they are involved in, etc [8, 31].

In the following paragraph more details are provided.

FCS Setup In FCS experiments we record the �uctuation of �uorescent signals

resulting from the motion of �uorescent molecules within a focal volume (FV)

created by a confocal microscopy and laser source. Coupled with the microscopy,

a single-photon-counting detector is indispensable for the detection of photons

emitted from �uorescent molecules. Generally, the essential components of the

FCS setup are:

� Laser line for exciting probes (in constant wave or pulsed model);
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14 Chapter 1: Introduction

Figure 1.6: Simpli�ed scheme of the FCS setup. The light from a laser source
passes through a water immersion microscope objective to excite probes within a
focal volume (FV). The emitted �uorescence signals are collected by the detector
and further fed to TCSPC unit. Autocorrelation analysis of the signals reveals
the characteristic time-scales of the �uctuations, e.g., residence time of the probes
inside the focal volume.

� Single-photon sensitive detectors;

� Dichroic mirror for separating �uorescence signal from excitation light;

� Objective with high NA (numerical aperture) to reduce aberration and in-

crease the yields of photons;

� Temperature controller;

� Acquisition and analysis software.

A simpli�ed scheme of a typical FCS setup is presented in Fig. 1.6. A laser

beam passing through a water immersion microscope objective create an illumi-

nated spot called focal volume (FV) or observation volume in the sample solution.

Emitted �uorescent signals from the excited probes in the FV are collected by the

objective and then pass through the pinhole via dichroic mirrors and �lters. With
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1.4 Experimental Techniques 15

the help of pinhole, we can minimize the volume of FV to 0.2 fL at least. Fil-

ters remove the background light at given wavelength range and cut the residual

excitation light. After pinhole, signals are fed to detectors and time-correlated

single photon counting (TSCPC) unit. The latter records the number of detected

photons in each detection event and then stores it in a histogram which represents

the form of the decay [21].

Theory of FCS FCS is a technique based on the analysis of the �uctuations in

the �uorescent signals. It can be quanti�ed mathematically in terms of autocor-

relation function (ACF). ACF exhibits the self-similarity of a signal as a function

of lag time τ , which provides the characteristic time of undergoing processes.

According to the de�nition, ACF is simply written as [32]:

G(τ) =
< δI(t)δI(t+ τ) >

< I(t) >2
, (1.13)

where δI(t) is the deviation of �uorescence intensity at time t from the mean

value:

δI(t) = I(t)− < I(t) > . (1.14)

Analysis of G(τ) provides information on the residence time of probes inside

the FV. Once we know the geometry of FV, the di�usional properties of probes

can be obtained. The pro�le of FV is described by a three-dimensional Gaussian

distribution of �uorescent intensity as [21]:

F (r) = I0 exp [
−2(x2 + y2)

L2
− 2z2

H2
], (1.15)

where F (r) is �uorescent intensity at any position r within the Gaussian pro�le,

L and H are the radii of Gaussian pro�le in the x-y plane and z direction (see

Fig. 1.7). The Gaussian function does not have sharp boundaries, thus the values

of L and H only represent the distances from the ellipsoidal centre to the position

where the intensity F (r) reduced to the 1/e2 of the maximum value I0 at the x-y

plane and z direction respectively.
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Figure 1.7: The pro�le of FV in FCS setup: an elongated ellipsoid within which
the intensity distribution of light follows 3D Gaussian function. L and H are the
radii of the ellipsoid in x-y plane and z direction respectively. The �uctuations
of �uorescent intensity due to the Gaussian distribution of light intensity and the
motion of the probes in the FV.

Assuming the �uorescence property of a probe does not change during the

observation time, we obtain ACF for the free di�usion of single component in

three-dimensional space (3D):

G3D(τ) =
1

CVeff

1

(1 +
τ

τ1

)

1√
(1 +

τ

κ2τ1

)

, (1.16)
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where Veff , representing the e�ective volume of FV, is de�ned as

Veff =
(
∫
F (r)dV )2∫
F 2(r)dV

= π3/2L2H (1.17)

And κ, the structure parameter, is equal to the ratio of the long radius H to the

short radius L of the FV:

κ = H/L. (1.18)

The average residence time of a probe in the FV, τ1, is related to the its self-

di�usion coe�cient D0 in form of :

τ1 = L2/4D0. (1.19)

In the case of τ = 0, we can extract the average number of molecules (N ) in the

FV from amplitude of ACF:

G(0) =
1

CVeff

=
1

N
. (1.20)

In some special situation, cell membranes for example, the di�usion of probes

is con�ned in the x-y plane of FV. Therefore, it is necessary to use the 2D model

of ACF (κ = 0) to analyse the di�usion of probes. Then Eq. 1.16 is simpli�ed

into [32]:

G2D(τ) =
1

CVeff

1

(1 +
τ

τ1

)
. (1.21)

Another important phenomena we may encounter in FCS experiments is the

changes in the �uorescent properties of probes while they are di�using in the FV.

Instead of recalculating the ACF for this issue, an extra term GX(τ) is added to

Eq. 1.13 if the �uorescence �uctuations originated from these changes are much

faster than those resulted from the di�usion of probes on time-scales [32]:

Gtotal(τ) = G3D(τ) ·GX(τ). (1.22)

One of the most common changes of the �uorescent properties arises from the

singlet to triplet state transition (S1 → T1, see Fig. 1.5). During this transition
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probes do not emit any photons and hence stay dark. The transition is described

by a simple exponential decay Gt(τ):

Gt(τ) = 1 +
p

1− p
exp(
−τ
τt

), (1.23)

where p is the average fraction of probes in the triplet state and τt is the lifetime

of triplet state (ranging from nanoseconds to microseconds). Compared to the

typical residence time of a probe in FV (usually dozens of microseconds), this

"�ickering" time is very short. Hence, combining Eq. 1.16 and 1.23 to Eq. 1.22

we rewrite the ACF with the triplet state transition included for probes freely

di�using in 3D into a more general form:

Gtotal(τ) =
1

N

(
1 +

p

1− p
exp

(
−τ
τt

)) 1

CVeff

1(
1 +

τ

τ1

) 1√(
1 +

τ

κ2τ1

)
 .

(1.24)

For the case of multi-component di�usion with di�erent mobility, Eq. 1.16 is

modi�ed when all kinds of motions are taking into account:

Gm(τ) =
1

N

∑
i

Ai

(1 +
τ

τi

)

√
(1 +

τ

κ2τi

)

, (1.25)

where index i refers to the i -th component and Ai denotes its fraction. However,

this formula consists of too many free parameters. It is advised to conduct other

independent measurements, such as dynamic light scattering or taylor dispersion

analysis, to �x the values of some free parameters in Eq. 1.25. Then more accurate

�tting results will be obtained.

STimulated Emission Depletion-FCS (STED-FCS)

Due to the di�raction limit, the length-scale of FV in FCS can not be reduced

below ∼ 200 nm. Stimulated emission depletion (STED) nanoscopy, one of the

super-resolution techniques which emerged in recent years, breaks the di�raction
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Figure 1.8: Schematic illustration of STED-FCS setup. Excitation (Gaussian
distribution) and STED laser beams (doughnut shape) are combined by dichroic
mirrors to form a subdi�raction-size spot, leaving only probes in the center capable
of visible �uorescence. Fluorescence signals (magenta) are detected by the single-
photon-counting detector, whose detection events are time-gated with respect to
the excitation pulses and then registered by a computer. The size of the FV can
be dynamically controlled by adjusting the power of STED beam.

limitation and o�ers a spatial resolution down to ∼ 20 nm by employing a deplet-

ing laser beam (doughnut shape with zero-intensity at centre) coaxial to the exci-

tation beam [33�35]. In principle the depleting laser beam trims the observation

volume to sub-di�raction size by inhibiting the spontaneous emission of probes

with the stimulated emission (Fig. 1.8). Combination of STED with FCS (STED-

FCS) provides much more detailed information on the intermolecular interaction

at sub-di�raction scale [36]. A number of such studies have been reported in the

2D systems (e.g., membrane lipids) [37�41]. However, few related works in the

aqueous solutions of chemical substances have been reported using STED-FCS

due to the lack of the analytical form of autocorrelation function (ACF) for its

3D observation volume [42�44].
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Figure 1.9: Simpli�ed scheme of DLS setup. The �uctuations in the intensity
of scattered light due to the Brownian motion of particles are collected by the
detector. Information on the time scale of movement of the particles can be
obtained from the analysis of the �uctuations using ACF. θ is the scattering
angle, which can be adjusted by a goniometer in experiments.

Dynamic Light Scattering (DLS)

Dynamic light scattering, also called photon correlation spectroscopy or quasi-

elastic light scattering [45], is a technique for the determination of di�usion coef-

�cients, sizes and size distribution of small particles in solutions [46]. Similar to

the mathematical principle of FCS, DLS also relies on the autocorrelation anal-

ysis of signals �uctuation. Di�ering with FCS, DLS records the scattered light

signals directly from the particles undergoing Brownian motion. Fluorescent la-

belling of the interested particle is not necessary in DLS experiments. Therefore,

on one hand DLS can be much more widely applied to various systems compared

to FCS; On the other hand, DLS lacks of high sensitivity and precise selectivity

of targeted signals from a complicated system since all the particles scatter light.

To some extent, the two techniques, DLS and FCS, can complement each other

in the study of di�usion.

Generally a typical DLS setup consists of a continuous wave laser line, photon
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detector and the software for data analysis (see Fig. 1.9). When an incident

light hits small particles undergoing Brownian motion in a solution, the light will

be absorbed or scattered in any directions. Due to the constant movements of

the particles, constructive or destructive interference among the scattered light

occurs. These cause the �uctuations of the light intensity [47]. Similar to FCS,

the mobility of particles can be derived from the �uctuations of intensity using

ACF:

g(q, τ) =< i(q, t)i(q, t+ τ) > . (1.26)

where i is the scattered intensity at given time t and t + τ at given wave vector

q. The wave vector is a quantity depending on the experimental setup:

q =
4πn

λ
sin (

θ

2
), (1.27)

where λ is the wavelength of the incident beam, n is the refraction index of the

solution, and θ is the angle at which the detector is located with respect to the

incident beam (see Fig. 1.9).

For dilute suspension of the monodispersed particles in Brownian motion,

g(q, τ) is a single-exponential function:

g(q, τ) = B + A (exp (−τ/τc))
2 , (1.28)

where B is the baseline of the function, A is the coherence factor which is regarded

as a �tting parameter in the data analysis.

From the obtained decay time τc we can determine the cooperative di�usion

coe�cient via:
1

τc
= Dcq

2. (1.29)

The self-di�usion coe�cient of particles at in�nite dilution (Cp → 0), D0, can be

determined via the relation [48]:

Dc = D0(1 + αCp), (1.30)

where α is a constant. The cooperative di�usion coe�cient depends on the particle

concentration due to the presence of mutual interactions between solvent molecules
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and particles (attraction or repulsion). The hydrodynamic radius of the particle,

Rh, can be determined by D0 using SSE equation (see Eq. 1.6).

Taylor Dispersion Analysis (TDA)

G. Taylor proposed a mathematical model for describing the dispersion process of

substances in a laminar �ow con�ned in a long, straight capillary in 1953 [49]. Due

to the concentration gradient between the central part and walls of the capillary

after injection, the substances di�use in radial direction. The concentration dis-

tribution of these substances at the end of the capillary is given by the Gaussian

distribution. The normalized form of the function is given by:

P (t) =
1

2
√
πσt

exp

(
−(l − ut)2

4σt

)
, (1.31)

where σ is the dispersion coe�cient, t is time, l is the capillary length, and u is

the average velocity of the �ow in the capillary.

In TDA experiments we determine the di�usion coe�cient of substances (Dst)

in a laminar �ow from the measured dispersion coe�cient in the straight capillary,

according to the Taylor theory [50,51]:

σ =
u2R2

c

48Dst

, (1.32)

where Rc is the radius of the capillary.

In practice it is advised to use a coiled capillary instead of the straight one

whose length is usually at least 15 m. The coiled capillary has following advan-

tages:

� less space occupation;

� better temperature control;

� shorter data acquisition time;

� longer durability.
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Figure 1.10: Dispersion of substances in a coiled capillary. The concentration
distribution of interested substances displays a Gaussian pro�le at the end of the
capillary. The dispersion coe�cient, σc, is determined from the full width at
half maximum of the Gaussian function. Vortices appear in the coiled capillary
because of the curve path of �ow.

However, centrifugal force is generated due to the curved path of the �ow in a

coiled capillary, which is negligible in the case of straight capillary. The centrifugal

force generates local vortices, and then narrows the distribution of substances in

the capillary (see Fig. 1.10). In this case, the equation relating to the dispersion

and di�usion coe�cient of substances is modi�ed [50]:

Dcoil = − 1

48

u2R2
c

σc · A · LambertW
(
−1,− 1

192

rcγ exp (−B/A)

RcρσcA

) , (1.33)

where ρ is the density of the carrier phase, γ is the viscosity of the carrier phase,

rc is the radius of curvature of the coiled capillary, and σc is the dispersion coef-

�cient in a coiled capillary. LambertW is the LambertW function, which can be

approximated by the relation:

LambertW (−1, x) ≈ W (x) = l1 − l2 +
l2
l1

+
l2(−2 + l2)

2l21
, (1.34)

where l1 = ln(−x) and l2 = ln (− ln (−x)).

Another important application of TDA is the determination of equilibrium con-

stant for complex-formation [52]. Taking the formation of ligand-macromolecule

complex for example, we need to determine the di�usion coe�cients of ligand (Dl)
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and macromolecule (Dm) in aqueous solutions using Eq. 1.33 separately. Then to

measure the e�ective di�usion coe�cient of the ligand in macromolecule solution

(D+) using the same method, the equilibrium constant K is obtained from the

established relation [52,53]:

KCm =
D+ −Dl

Dm −D+

, (1.35)

where Cm is the concentration of macromolecules.
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Chapter 2

Protein/Surfactant Interactions

Structural dynamics of proteins plays essential roles in their biological functions

and are of great interests in the �elds of biochemistry and biophysics. How-

ever, it is still di�cult to monitor it precisely and conveniently using convention

methods [54]. In this chapter, we investigated the structural transition of protein

bovine serum albumin (BSA) in low concentrated cationic (cetyltrimethylammo-

nium chloride, CTAC), anionic (sodium dodecyl sulfate, SDS), and nonionic (pen-

taethylene glycol monododecyl ether, C12E5 and octaethylene glycol monododecyl

ether, C12E8) surfactant solutions by FCS and �uorescence lifetime analysis at a

single-molecular level. We observed di�erent structures of BSA and lifetimes of

the dye ATTO-488 labelled to BSA in these surfactant solution. What's more,

we revealed the principal factor that caused the structural transitions of BSA in

these solutions.

2.1 Experimental Section

Materials and Methods

Cationic surfactant CTAC (purity: 99%) and anionic surfactant SDS (purity:

99.9%) were purchased from TCI and Roth, respectively. Nonionic surfactants
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Figure 2.1: Upper panel: chemical structures of used surfactants. Lower panel:
scheme for labelling protein BSA with �uorescence dye ATTO-488.

C12E5 (purity: 99%) and C12E8 (purity: 99%) were purchased from Fluka. The

chemical structures of the surfactants see the upper panel of Fig. 2.1. Fluorescence

dyes rhodamine 110, BSA and ATTO-488 protein label kit were purchased from

Sigma-Aldrich.

Labelling BSA with ATTO NHS-Ester Firstly, we dissolved 1 mg of BSA

in 1 M of labeling bu�er (mixture of PBS bu�er and 0.2 M sodium bicarbonate

solution, pH 8.3). Then we dissolved 1.0 mg of ATTO-488 NHS-ester in 50 µl of

anhydrous, amine-free DMSO. Next, we added a three-fold molar excess of the

ATTO-488 solution to the protein solution with gentle shaking. We incubated

the reaction mixture protected from light for up to 1 hour at the room tempera-

ture. Finally, we separated the ATTO-BSA conjugate from the free dye by a gel

�ltration column. We assumed that ATTO-488 was such a small molecule that

the physical and chemical properties of BSA were not a�ected by labelling.

The FCS setup used in our experiments was a commercial inverted NIKON

EZ-C1 confocal microscope. The focal setup was additionally equipped with Pi-
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coHarp 200 made by PicoQuant GmbH and a 488 nm Argon-Ion laser for illu-

mination. A water immersion objective with a numerical aperture (NA) equals

1.2 and magni�cation of 60 was used in FCS measurements. Before each mea-

surement a drop of �ltered, de-ionized water was used as the immersion medium

between the sample in the cover-glass and objective. During measurements the

laser power was set at a constant level and the focal volume was at a constant

distance of 10 µm from the edge of the cover-glass. An avalanche photo diode was

used for detection. BSA labelled with ATTO-488 at concentration of ∼ 10−9 M

was added to all surfactant solutions. 200 µl of the solution was transported into

the sample container (8 chambered Coverglass-Lab-Tekr) and further analyzed

by FCS. Each measurement (duration 60 s) was repeated at least ten times at 25

�. The obtained autocorrelation function curves were analyzed by SymPhoTime

and Gnuplot program.

Fluorescence lifetime of ATTO-BSA in surfactant solutions was measured with

the same laser line but in pulsed model at 25 �. The values of �uorescence life-

time were acquired from the �ts of the �uorescence decay curves using the mono-

exponential model (Eq. 1.11).

2.2 Results and Discussion

Di�usional and Structural Properties of BSA

We measured the di�usion of ATTO-BSA at various concentrations of C12E5

(CMC = 0.06 mM or 0.0024%) and C12E8 (CMC = 0.09 mM or 0.0048%) [55].

We did not observe any noticeable changes in the residence time of BSA in the

FV in these solutions (Fig. 2.2 (A) and (B)). The residence time of BSA in these

solutions �tted by Eq. 1.24 was around 0.16 ms (see Fig. 2.2 (E)), which was

roughly the same as in pure water. Therefore the structure of BSA was stable

in the nonionic surfactant solutions [56]. Our previous work on the mobility of
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Figure 2.2: (A-D) Normalized experimental autocorrelation function curves of ATTO-

BSA di�using in the solutions of C12E5, C12E8, SDS and CTAC, respectively. The

overlapped sets of data points in (A) and (B) indicated that the residence time of BSA

in the C12E5 and C12E8 solutions did not depend on the surfactant concentration. In (C)

and (D), sudden increases in the residence time were found in both the SDS or CTAC

solutions at concentrations below the CMC. (E) Residence times and hydrodynamic

radii of BSA in four surfactant solutions as a function of concentration. The residence

times and hydrodynamic radii of the ATTO-BSA in C12E5 or C12E8 solutions were

roughly the same as in pure water, whereas sudden transitions were observed in the

ionic surfactant solutions. Structure of BSA underwent apparent changes in the ionic

surfactant solutions. Error bars were smaller than the symbols.
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lysozyme protein in the hexaethylene glycol monododecyl ether (C12E6) solutions

was also consistent with the present result. The di�usion coe�cient of lysozyme

did not change in the C12E6 solutions within the same range of surfactant con-

centration [57].

In the case of BSA di�using in highly diluted solutions of SDS, we observed

an abrupt increase in the residence time (Fig.2.2 (C)). The transition took place

at the concentration of 0.088% SDS, which is three times below CMC (0.24%

at 25 �) [58]. A slight increase in the SDS concentration (to 0.18%) led to a

sudden jump of the residence time. The jump indicated that the structure of

BSA underwent a signi�cant change in this concentration range. As it increased

up to 0.46%, the residence time of BSA approached a constant value.

This result is in line with the classic "necklace-bead" model which attributes

the structural change of the protein to the protein-surfactant interactions and

binding. The model features: (I) speci�c binding, where only a small amount of

surfactant molecules binds to the speci�c high-energy sites of the protein without

changing its structure; (II) non-cooperative binding; (III) cooperative binding,

where unfolding of protein is believed to start, and (IV) saturation, suggesting

that further binding of surfactant does not occur on the protein [59]. We observed

that when the concentration of SDS was below 0.088%, the interaction between

BSA and SDS belonged to the region (I): only a small amount of SDS molecules

bound to the speci�c high-energy site of the protein without causing its structural

change. The region of saturation (above 0.18%, below CMC) was clearly seen

in Fig. 2.2 (C) and was very close to the earlier report from the dynamic light

scattering (DLS) measurements with the result of 0.21% [60]. Nevertheless, the

regions (II) and (III) where the protein began to unfold, from 0.088% to 0.18% in

our case, was too narrow to be distinguished. A similar trend was also observed

in the BSA-CTAC system (Fig. 2.2 (D)). The structural transition of BSA took

place at the concentration of 0.005% CTAC in solution, which was seven times

smaller than the CMC (0. 035% or 1.1 mM, 25 �) [61]. BSA became saturated
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with CTAC once the concentration of CTAC increased to 0.02% (still below its

CMC).

Nonionic surfactants (C12E5 and C12E8) bound to BSA through hydrophobic

interactions and hydrogen bonds, however, these interactions were too weak to

change the structure of BSA [62]. Instead, they prevented the protein from ag-

gregation [58, 63]. By contrast, the electrostatic interactions between the ionic

surfactants and BSA were much stronger than the hydrophobic interactions, lead-

ing to the signi�cantly structural changes of BSA. Therefore, the electrostatic

interaction seemed to be the most signi�cant driving force that led the structural

changes of BSA [64].

Zirwer et al proposed an empirical equation: Rh = (2.8 ± 0.3) N0.5±0.02
a Å,

to predict the hydrodynamic radius of a highly unfolded protein, where Na de-

noted the number of amino acid residues in a single polypeptide chain [65]. The

calculated hydrodynamic radius of unfolded BSA (Na = 583) was 6.8±0.7 nm ac-

cording to the empirical equation. Using the di�usion coe�cient of rhodamine 110

(Drh110 = 4.7±0.4 × 10−10 m2s−1) for calibration, we calculated the hydrodynamic

radius of BSA in surfactant solutions via Eq. 1.6. The calculated hydrodynamic

radius of BSA after the structural transition was 6.2 nm (Fig. 2.2(E)), close to the

calculated value using the empirical equation and the published result of 6.0 nm

by DLS [60]. The calculated radius of BSA-CTAC complex was 6.5 nm, slightly

bigger than that of BSA-SDS complex.

In some cases the increase of hydrodynamic radius resulted from the self-

aggregation of proteins. However, it happened only when the protein concen-

tration was high enough [66]. In our experiment, we did not observe such a

phenomenon because of the extremely low concentration of BSA in surfactant

solutions (in the nanomole range). We compared the average numbers of BSA

molecules, N, staying in the FV in each BSA-surfactant system from the �ts of

autocorrelation curves using Eq. 1.24. The value of N did not change as the

increase of surfactant concentration (Fig. 2.3), proving the non-aggregation be-
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Figure 2.3: The average numbers of ATTO-BSA (N) in the FV in C12E5, C12E8,
SDS and CTAC solutions as a function of surfactant concentrations. Error bars
are smaller than the symbols.

haviour of BSA in these solutions. Slight �uctuations of N in each system might

result from the high sensitivity of FCS technique, which required the probe con-

centration in the nanomole range only. Riekkola group also proved that BSA did

not aggregate in the presence of SDS [64].

There is still no consensus on the causes of structural transition of proteins in

surfactant solutions [67]. Based on the experimental results of SDS and CTAC, we

concluded that BSA experienced a sudden structural transition in ionic surfactant

solution at a concentration far below the CMC where only surfactant monomers

were present. In other words, we inferred the structural transition of BSA was

caused by ionic surfactant monomers.
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Figure 2.4: (A-D) Fluorescence decay curves of ATTO-BSA in C12E5, C12E8, SDS and

CTAC solutions with various concentrations of surfactant. The overlapped curves in (A)

and (B) suggested a constant �uorescence lifetime of ATTO-BSA in C12E5 and C12E8

solutions, while right-shifted curves to longer time region in (C) and (D) indicated the

increase in the lifetime of the probe in SDS and CTAC solutions below the CMC; (E)

Average values of �uorescence lifetimes of ATTO-BSA in the C12E5, C12E8, SDS and

CTAC solutions as a function of concentration determined by Eq. 1.9. The lifetimes

of the probe in the C12E5 or C12E8 solutions were roughly the same as in pure water,

however, sudden jumps were observed in ionic surfactant solutions.
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Fluorescence Lifetime Analysis

The �uorescence lifetime of a �uorophore is determined by its chemical structure

and shape [65]. However it can be a�ected by the external nanoenvironment

and intermolecular interactions [24]. To con�rm the structural transition of BSA

originating from the protein-surfactant interaction, we analysed the �uorescence

lifetime properties of ATTO-BSA in the four surfactant solutions. We observed

that the �uorescence decay of ATTO-BSA in nonionic surfactant C12E5 and C12E8

solutions with various concentration did not change apparently (Fig. 2.4 (A)

and (B)). The value of �uorescence lifetime �tted by Eq. 1.9 was 2.36 ns and

independent on the surfactant concentration. In contrast, sudden increases in the

�uorescence lifetime of ATTO-BSA were observed in the ionic surfactant solutions

(Fig. 2.4 (C) and (D)). It increased by 28%, from 2.36 to 3.0 ns, in SDS solution

with the transition concentration at 0.088% (below its CMC) and by 21%, from

2.36 to 2.84 ns, in CTAC solution with the transition point at 0.005% (below

its CMC). In both cases these transitions occurred at the same concentration as

observed in FCS experiments.

The increased �uorescence lifetime of ATTO-BSA in ionic surfactant solutions

indicated di�erent nanoenvironments around ATTO-488, which might result from

either the unfolding of BSA or from the presence of surfactants. In order to

�nd out the causes behind the �uorescence lifetime transition of ATTO-488, we

measured the �uorescence lifetime of free ATTO-488 in these surfactant solutions.

The �uorescent intensity decay of ATTO-488 in the four surfactant solutions with

various concentrations displayed the same pro�le (Fig 5 (A)). The �tted value of

the �uorescence lifetime of ATTO-488 was 4.17 ns, close to the reported result

(4.1 ns) from Kapusta [68]. In contrast, the �uorescence lifetime of ATTO-488

decreased by as many as 44%, to 2.36 ns, after binding to BSA (Fig 5 (B)). We

inferred that the �uorescence lifetime of ATTO-488 was only in�uenced by BSA

but not by the surfactants in solutions.
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Figure 2.5: (A) Fluorescence decay curves of dye ATTO-488 in C12E5, C12E8,
SDS and CTAC solutions with selected concentrations. The overlapped curves
suggested marginal changes in the �uorescence lifetime of ATTO-488 in the four
surfactant solutions. (B) Fluorescence decay curves of dye ATTO-488 and ATTO-
BSA in water. A dramatically decrease in the �uorescence lifetimes of ATTO-488
was observed after labelling to BSA.

http://rcin.org.pl



2.2 Results and Discussion 35

Therefore we attributed the �uorescence lifetime transition of ATTO-BSA in

the ionic surfactant solutions to the structural changes of BSA. According to Eq.

1.10, the sum of rate constant of radiative and nonradiative processes, kR + kNR,

was inversely proportional to the average �uorescence lifetime. The unfolding

of BSA reduced its quenching e�ect on the dye, leading to the decrease in kNR.

Consequently, the �uorescence lifetime of ATTO-488 increased suddenly after the

structural transition of BSA. This point of view got support from the work of

Lober's group. They found that the �uorescenc lifetime of dye 8-ANS labelled

to the bovine carbonic anhydrase B and human α−lactalbumin signi�cantly in-

creased after the denaturation of protein by guanidinium chloride [69]. In contrast,

the nonradiative process in ATTO-BSA was not in�uenced by nonionic surfactant

solutions at all due to the unchanged structure of BSA. The �uorescence lifetime

of the probe in nonionic surfactant solutions stayed constant.

Noticeably, the structural transition of BSA in ionic surfactant solutions ob-

tained from the �uorescence lifetime analysis coincided with the results from FCS

measurements. We concluded that the structural transition of BSA was induced

by ionic surfactant monomers but not micelles, since the concentrations where the

transition occurred were far below the CMC of surfactants. The hydrodynamic

radii and �uorescence lifetimes of ATTO-BSA before and after the structural

transitions are summarized in Table 2.1.

Table 2.1: Comparison of hydrodynamic radii (Rh) and �uorescence lifetimes (τfl)
of ATTO-BSA in water and various surfactant solutions.

Rh (nm) τfl(ns)
Without structural change

Water 3.88± 0.029 2.36± 0.064
C12E5 3.99± 0.11 2.34± 0.041
C12E8 (4.01± 0.092)(3.79)∗ 2.34± 0.044

With structural transition
SDS (2.7%) (6.16± 0.029)(5.9)∗ 3.02± 0.028
CTAC (3.0%) 6.52± 0.037 2.84± 0.023

∗Reference values from dynamic light scattering experiment in Ref. 59
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Chapter 3

Dye/Micelle Interactions

Equilibrium and rate constants are quantitative descriptors for processes of complex-

formation in various chemical and biological systems. However, these parameters

are di�cult to determine, especially in the locally con�ned, heterogeneous, and

dynamically changing living matter. In this chapter we address this challenge

by applying FCS and STED-FCS separately to quantitatively study the bind-

ing/unbinding kinetics of complex formation in a model system of the dyes and

micelles in water. The equilibrium and rate constants were determined from the

experiments supplemented by our analytical formula for the probes undergoing a

di�usion-reaction process. This work may pave a promising application toward

quantitative characterization of intermolecule interactions in vitro and in vivo.

3.1 Theoretical Section

Formation of Dye-micelle Complexes

Surfactant molecules in an aqueous solution are inclined to aggregate to form

micelles (denoted A) by self-assembly when the concentration is above the critical

micelle concentration (CMC). The concentration of micelles [A] can be determined
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38 Chapter 3: Dye/Micelle Interactions

Figure 3.1: Schematic representation of dye-micelle interaction within the FV of
FCS. Kinetic information such as the equilibrium and rate constants for the dye-
micelle interactions can be obtained from the analysis of experimental data using
proper theoretical model.

from the surfactant concentration [S ] as follows:

[A] = ([S]− [CMC])/Nag, (3.1)

where Nag is the mean number of aggregated surfactant molecules in one micelle.

In dilute solution Nag is constant since the shape and size of micelles are usually

�xed. The values of Nag and CMC for all surfactants used in this work are listed

in Table 3.1.

A dye molecule di�using in a micellar solution can be either in a free-di�usion

state or bound-di�usion state due to the intermolecular interaction [73�75]. The

particular advantages of dye-micelle model for the intermolecular interaction stud-

ies have already been introduced previously [31]: high stability of each component,

simple interaction mechanism, no side-products, large di�erence in the di�usion
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Table 3.1: Di�usion coe�cients, hydrodynamic radii, electric charges, critical
micelle concentrations (CMC) and the aggregation numbers ( Nag) of studied
samples. All values are obtained from literatures, FCS or DLS measurements at
25 �.

D (×10−10 m2s−1) Rh (nm) Charge CMC (mM) Nag

Rh110 (4.7± 0.4) [70] (0.52± 0.05) Zwitterionic
ATTO-488 (4.0± 0.1) [71] (0.62± 0.02) Zwitterionic
ATTO-647N (3.5± 0.1)> (0.62± 0.02) Cationic
C12E8 (0.34± 0.01)∗ (7.2± 0.02)∗ Neutral 0.082 [55] 95 [72]
SDS (0.92± 0.02)∗ (2.7± 0.06)∗ Negative 8.2 [58] 60 [58]
CTAC (0.8± 0.01)∗ (3.1± 0.04)∗ Positive 1.1 [61] 80 [61]
>Values from FCS measurements; ∗Values from DLS measurements.

coe�cient between the free and bound probe, and full reversibility of the process.

The binding/unbinding processes between dyes and micelles can be treated as a

pseudo-�rst-order reaction with the equilibrium constant K:

A + B
K−−⇀↽−− C, (3.2)

where B and C denote the dyes and dye-micelle complexes, respectively. The

equilibrium constant K is related to the association and dissociation rate constants

(k+, k−) and the concentrations of each component at the equilibrium state ([A]eq,

[B]eq, [C]eq), as:

K =
k+

k−
=

[C]eq

[A]eq[B]eq
. (3.3)

The relaxation rate R of intermolecular interaction, which describes the rate

of a reaction's return to equilibrium, is de�ned as [26]:

R = k+([A]eq + [B]eq) + k−. (3.4)

Because the micelle concentration is always much higher than the dye concentra-

tion in our FCS experiments, i.e., [A]eq � [B]eq ≈ 10−9 M, we use the approxi-

mation:

R = k+[A]eq + k− ≈ k+[A] + k−. (3.5)

It follows that the higher the micelle concentration, the larger the relaxation rate of

dye-micelle interaction (i.e., the shorter the time of the return to the equilibrium).

Combining Eq. 3.3 and 3.5, we get

R = k+[A] + k+/K. (3.6)
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Approximate Form of ACF

Due to the dye/micelles interaction there are three di�usional components present

in the FV of FCS: micelles (A), dyes (B) and dye-micelle complexes (C ). The di�u-

sion coe�cients of each component are denoted DA, DB and DC, respectively. To

investigate the binding/unbinding processes of the dye-micelle interaction, char-

acterized by the equilibrium constant K and relaxation rate R, we use an approx-

imate form of the FCS autocorrelation function (Ga(t)) derived in the framework

of Magde's theory [25�27]. The derivation of Ga(τ) is based on the following two

assumptions: (1) The di�usion coe�cient of micelle is constant and much smaller

than that of the dye, then the di�usion coe�cient of the dye-micelle complex can

be approximated as DC = DA � DB; (2) The quantum yield of the dye �uores-

cence, QB, does not change after binding to the micelle, i.e., QB = QC = Q. This

assumption has been con�rmed by quantum yield measurements [31].

Taking into account the intrinsic triplet state transition of �uorescent dyes, we

obtain the following approximate formula for the autocorrelation function:

Ga(τ) =
1

N

(
1 +

p

1− p
exp

(
−τ
τt

)){
h

(
τ

τ+

)[
1− exp

(
−Rτ∆

(
1 +

τ

τ+

))]
+ βh

(
τ

τA

)[
exp

(
−Rτ∆

(
1 +

τ

τ+

))]
+

(1− β)h

(
τ

τB

)[
exp (−Rτ) exp

(
−Rτ∆

(
1 +

τ

τ−

))]}
, (3.7)

in which

τA = L2/4DA, τB = L2/4DB, τ± = L2/4D±, τ∆ = L2/4D∆, (3.8)

are the e�ective di�usion times of the probe through the FV. They are related to

the e�ective di�usion coe�cients respectively as

D+ = DAβ +DB(1− β), D− = DA(1− β) +DBβ, D∆ = DA −DB, (3.9)

where

β = k+[A]eq/R = K[A]eq/(1 +K[A]eq). (3.10)
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The function

h(t) = (1 + t)−1(1 + t/κ2)−1/2 (3.11)

is the normalized autocorrelation function for the single-component di�usion and

t denotes the dimensionless residence time.

The parameters characterizing the dimension of the focal volume: H, L and

κ, are known from the calibration measurements of reference �uorescent dyes

with known di�usion coe�cient DB. DA is the di�usion coe�cient of micelles

determined by DLS. The equilibrium constant was determined by TDA. The rest

parameters (τA, τB, τ∆, τ± and β) whose values depend on dimensions of FV and

micellar concentration in Eq. 3.7 can be exactly calculated and then �xed in

the �tting procedure. The target quantity R is the only free parameter

needed to be �tted, besides the intrinsic triplet-state parameters (p and

τt) which have con�ned values.

In the case of dyes di�using in concentrated micelle solutions where the relax-

ation rate for dye-micelle interaction is extremely big, we have Rτ∆ → ∞. Then

Eq. 3.7 reduces to the known form for the single-component di�usion (cf. Eq.

1.24):

G∞(τ) =
1

N

(
1 +

p

1− p
exp

(
−τ
τt

))
h (t/τ+) . (3.12)

In the case of dyes di�using in the diluted micelle solutions where Rτ∆ ≈ 0, Eq.

3.7 reduces to:

G0(τ) =
1

N

(
1 +

p

1− p
exp

(
−τ
τt

))
[βh (t/τA) + (1− β)h (t/τB)] , (3.13)

which is the same expression as the ACF for the two-component di�usion [76].

3.2 FCS Section

We recorded the di�usion of rhodamine 110 in CTAC solutions and observed a

gradual shift of the autocorrelation curves toward long-time region as the surfac-

tant concentration increased (see Fig. 3.2). However, the viscosity of such diluted
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Figure 3.2: Normalized experimental autocorrelation curves of rhodamine 110
di�using in the CTAC solutions at various concentrations. The di�usion times of
rhodamine 110 shifted gradually to the long-time region as the increases of CTAC
concentration.

solutions did not change noticeably with the surfactant concentration. Thus, the

increase in the di�usion time of rhodamine 110 implied that the free di�usion of

dyes was gradually hindered due to the formation of dye-micelle complexes. The

more dye-micelle complexes were formed in the solution, the longer the di�usion

time was observed.

Such a hindered di�usion was also reported in the work of Zettl et al [75], in

which they focused on the formation of micelles near the CMC. They analysed

their experimental autocorrelation curves using the two-component model for FCS

with a simple assumption that the relaxation rate of the dye-micelle reaction was

much longer than the typical di�usion time of micelle through the FV. However

without a proper analysis of the relaxation rate of the reaction that occur in the

system, two-component model may give false values of the di�usion times and the
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fractions of each component. Consequently, the size of CTAC micelles probed by

di�erent probes was not even equal if the curves were �tted by the two-component

model [75]. Two-component model can only be applied to the situation where the

relaxation rate of the intermolecular interaction is much smaller than the di�usion

time of probes in the FV. In this case we observe two di�usive components in the

system, i.e., the probes and complexes.

Analysis of FCS Data with Ga(τ)

The autocorrelation function, given by Eq. 3.7, is dedicated to determine the

relaxation rate of moderate interaction, in which the residence time of the probe

is smaller than the relaxation rate. We measured the collective di�usion coe�cient

(Dc) of the CTAC, SDS and C12E8 micelle in aqueous solution as a function of

micellar concentration at 25 � by DLS (cf. Fig. 3.3). It reduced to self-di�usion

coe�cients D0 of micelles when extrapolated the linear �t to zero concentration

using Eq. 1.30. For each micelle the obtained D0 from DLS was consistent with

the published results [61, 61, 77]. Since we measured the di�usion of dye-micelle

complex at nanomole concentration in FCS, it was reasonable to use D0 from

DLS for all the micelles. Additionally, our previous small angle neutron scattering

(SANS) experiments and literature data also showed that the size and structure

of micelles do not change in such dilute region [78,79].

The equilibrium constant of the Rh110-CTAC interaction was determined by

TDA. We used a long, coiled capillary to measure the di�usion coe�cients of

rhodamine 110 in water and in CTAC solutions according to Eq. 1.33. The

determined equilibrium constant for the Rh110-CTAC system was 4.28 × 104

M−1 according to Eq. 1.35.

After obtaining the equilibrium constant K from TDA and the di�usion co-

e�cients of micelles from DLS, we calculated the values of parameters τ∆, τ±

and β according to Eq. 3.8, 3.9 and 3.10. Then we �tted the autocorrelation
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Figure 3.3: Linear �ts of the collective di�usion coe�cients of CTAC, SDS, and C12E8

micelles in aqueous solutions via Eq. 1.30. Extrapolation concentrations to in�nite dilu-

tion gave the self-di�usion coe�cient of each micelle. All measurements were performed

by DLS at 25 �. These plots showed that nonionic micelles attract each other weakly,

whereas ionic ones repelled each other.
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Figure 3.4: Upper panel: experimental autocorrelation curves of rhodamine 110
di�using in diluted solutions of CTAC and the �tting curves using Eq. 3.7. The
plotted residuals corresponded to the deviations of the �ts from experimental
data. Lower panel: the �tted values of R plotted as a function of CTAC micelle
concentration according to Eq. 3.6, in which K was �xed at value known from
TDA measurements. The association rate constant k+ was obtained from the
slope of �tting (red line), then the dissociation rate k− was calculated according
to Eq. 3.3.
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curves for rhodamine 110 di�using in the CTAC micelle solutions with Eq. 3.7

(see Fig. 3.4, upper panel). The values of R obtained from the �ts were plotted

as a function of CTAC micellar concentration (Fig. 3.4, lower panel). The associ-

ation rate constant k+ = 2.46 × 108 M−1s−1 were obtained from the slope of the

linear �t using Eq. 3.6, in which the value of K was also inferred from TDA and

�xed at 4.28 × 104 M−1 during the �tting process. The determined k+ for the

Rh110-CTAC system was one order of magnitude higher than that of DNA-EtBr

interaction revealed by Magde et al [26]. The value of k−, calculated according

to Eq. 3.3, amounted to 5.75 × 103 s−1.

Determination of the Equilibrium Constant by FCS

Since R increased as the micelle concentration increase we expected that at su�-

ciently high concentration of micelle the fast limit (i.e., Eq. 3.12) of Eq. 3.7 could

be applied due to Rτ∆ →∞. Then we determined the equilibrium constant from

the dependence of the e�ective di�usion coe�cient D+ on the concentrations of

micelles according to the de�nition of D+ and β:

K[A] =
D+ −DB

DA −D+

, (3.14)

where D+ was calculated from the relation D+ = L2/4τ+, in which τ+ was the

�tted e�ective di�usion time of dye through the FV using G∞(τ).

We measured the di�usion of rhodamine 110 in a series of CTAC micellar

solutions at relatively high concentrations. The experimental curves were well

�tted by G∞(τ) apparently (see Fig. 3.5). Then substituting D+ determined

from FCS and the self-di�usion coe�cient of micelles DA obtained from DLS

into Eq. 3.14, we obtained the equilibrium constant K from the slope of the

linear �t as a function of micelle concentration (cf. lower panel of Fig. 3.5). For

the Rh110-CTAC system the equilibrium constant determined by Eq. 3.12 was

4.32 × 104 M−1, consistent with the value of 4.28 × 104 M−1 obtained from TDA

measurements.
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Figure 3.5: Upper panel: experimental autocorrelation curves for rhodamine 110
di�using in the relatively concentrated solutions of CTAC micelle and their �tting
curves using Eq. 3.12. Lower panel: �tted equilibrium constant K of Rh110-
CTAC interaction from the slope of �tting using Eq. 3.14.
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Weak and Strong Interactions

We also utilized FCS to probe the intermolecular interactions between dye ATTO-

488 and other micelles, i.e., C12E8 and SDS, at the concentrations both below and

above their CMCs. We did not observe any noticeable changes in the di�usion

time of ATTO-488 in the two surfactant solutions from the experimental ACFs

(see Fig. 3.6 (A) and (B)). The values of the e�ective di�usion time obtained from

the �ts of experimental data using G∞(τ) were roughly the same as in pure water.

This meant that the intermolecular interactions in these surfactant and micelle

solutions were too weak to hinder the free di�usion of ATTO-488. Our previous

work on the mobility of �uorescence dye TAMRA in the low concentrated solutions

of hexaethylene glycol monododecyl ether (C12E6) agreed with the present result

[57]. The di�usion coe�cient of TAMRA also did not change in the C12 E6

solutions within the same range of surfactant concentration where the viscosity of

the surfactant solution was the same as that of water.

In contrast, the e�ective di�usion time of ATTO-488 in CTAC solutions and

rhodamine 110 in SDS solutions experienced sudden increases when the surfac-

tant concentrations were just above their CMC (see Fig. 3.6 (C) and (D)). The

dyes were supposed to bind to the micelles immediately and then di�use together

through the FV. In Dosche and Ghosh works they also observed such attachment

of hydrophobic dyes to various surfactant micelles from FCS [80,81].

The formation of dye-micelle complexes was mainly driven by the hydrophobic

e�ect and electrostatic forces. Higher a�nity of the zwitterionic dye ATTO-488 to

the cationic CTAC micelles than the anionic SDS and neutral C12E8 micelles could

be attributed to the stronger hydrophobic e�ect from the CTAC micelle which

possesses four more alkyl groups than SDS and C12E8. The interactions between

rhodamine 110 and C12E8, CTAC, SDS micelles were getting stronger gradually,

which was mainly attributed to the increases of electrostatic interactions between

them.
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Figure 3.6: (A-D) Normalized experimental autocorrelation curves for ATTO-
488 and rhodamine 110 in the solutions of C12E8, SDS and CTAC with various
surfactant concentrations. Inset: the e�ective di�usion coe�cients (D+) obtained
from the �ts of experimental curves using Eq. 3.12. The overlapping sets of data
points in (A) and (B) indicated that the di�usion times of ATTO-488 in the C12E8

and SDS solutions were independent on the surfactant concentrations. Whereas
in (C) and (D), sudden increases in the di�usion time were observed in the Rh110-
SDS and ATTO-CTAC systems at the concentrations just above the CMC. The
dyes bound to the ionic micelles immediately once they just encounter.
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Kinetics of Dye-Micelle Interactions

We categorized the dye-micelle interactions as: weak, intermediate or strong,

according to the dependence of D+ on the surfactant concentration. For weak

interactions, i.e., ATTO-C12E8 or ATTO-SDS systems, D+ changed marginally

as a function of the surfactant concentration. It indicated the free di�usion of

ATTO-488 in these solutions (see inset of Fig. 3.6 (A) and (B)). For strong

interactions, e.g., Rh110-SDS or ATTO-CTAC systems, D+ dropped sharply when

the surfactant concentration exceeded the CMC (see inset of Fig. 3.6 (C) and

(D)). This demonstrated that almost all dye molecules bound strongly to the

micelles. For intermediate interactions, the Rh110-CTAC system for example,

D+ decreased moderately as the surfactant concentration increased. These three

concentration-related behaviours of D+ observed from FCS were also reported in

the work of Vagias group, where they used molecular dynamics to simulate the

di�usion of spherical tracers in a generic bead-spring polymer solution. Three

kinds of di�usion were observed from the di�erent levels of attraction between the

tracer and polymer in the simulation [82].

Since FCS showed a good accuracy in determining the equilibrium constant

for Rh110-CTAC interaction at relatively high concentrations of micelles, we also

applied this method to other dye-micelle systems. In Table 3.2, we showed the val-

ues of K for the studied dye-micelle interactions. In the case of strong interactions

(Rh110-SDS and ATTO-CTAC systems), the �tted values of K were roughly one

order of magnitude larger than those of intermediate ones. The reported value of

K for the interaction between rhodamine 123 and C12E7 was 1.6 × 104 M−1 [74],

very close to the value of Rh110-C12E8 interaction in this work.

Next, we used the equilibrium constant obtained from FCS experiments with

concentrated micelle solutions to retrieve the relaxation rates of the same dye-

micelle system with diluted solutions of micelles using Eq. 3.7. Then we deter-

mined the rate constants k+ and k− of intermediate and strong interactions based
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Table 3.2: The equilibrium constants K, association k+ and dissociation k− rate
constants, and the association rate constants of the di�usion-controlled reaction
estimated by Smoluchowski equation kdc, of the studied dye-micelle systems. K
was obtained from Eq. 3.14 and k± were obtained from Eq. 3.7 and 3.6 respec-
tively.

K −∆G k+ k− kdc
(×104 M−1) (kJ mol−1) (×108 M−1s−1) (×103 s−1) (×1010 M−1s−1)

Rh110-C12E8 2.32± 0.21 24.9 12.16± 6.07 52.4± 26.2 2.9
Rh110-CTAC 4.32± 0.32 26.44 2.14± 0.01 6.58± 0.06 1.5
Rh110-SDS 15.8± 0.09 29.66 0.51± 0.08 0.32± 0.05 1.36
ATTO-CTAC 46.7± 7.8 32.34 0.74± 0.01 0.16± 0.01 1.35

on the relation between K and R (cf. Eq. 3.6), which were collected in Table 3.2

together with the di�usion-controlled association rate constant kdc. The values

of k+ in our dye-micelle systems were roughly one to two orders of magnitude

smaller than the kdc. The latter was estimated from the Smoluchowski equation:

kdc = 4πDdmRdmNA, (3.15)

where Ddm, Rdm are the sums of the di�usion coe�cients and the hydrodynamic

radii of the dyes and micelles, respectively, and NA is Avogadro's constant. The

reported values of the association rate constant for various dye-micelle interactions

ranged from 106 M−1s −1 to the di�usion-controlled limit, i.e., 1010 M−1s−1 [73,

74,83].

Hence we describe the dye-micelle reaction as a two-step process: the encounter

formation and complex formation:

A+B
k±dc←→ [A ·B]

k±r←→ C (3.16)

In the �rst step, one micelle and one dye molecule get into contact to form an en-

counter intermediate [A ·B] driven by free di�usion under the di�usion-controlled

rate kdc. Next, the dye-micelle complex is formed through the hydrophobic and

electrostatic interactions with a reaction rate kr. The value of kr can be simply

estimated via [84]:
1

k+

=
1

kdc

+
1

kr

. (3.17)
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Figure 3.7: A simple scheme of the changes in Gibbs free energy of studied dye-
micelle systems due to the complexes formation. Here Rgc is the gas constant and
T denotes temperature. The equilibrium constant K depends on the free-energy
di�erences (∆G) of the bound and unbound states. The rate constants (k+, k−)
depend on the free-energy di�erences (∆G+, ∆G−) between the two states and
the transition state. To simplify the illustration of ∆G, we arbitrarily set the
same initial state of each reaction.

The calculated value of kr was roughly equal to k+ in our dye-micelle systems,

indicating that the complex formation was a reaction-controlled process.

The micelles behaved like "soft cages" which hindered the entrance and exit of

dyes when they collided with micelles. The activation energies, labelled with ∆G+

and ∆G−, for the studied dye-micelle interactions were shown schematically in

Fig. 3.7. In the aspects of thermodynamics we can only determine the Gibbs free

energy di�erence but not the absolute values of them. The free energy di�erences

(∆G) between the bound and unbound states for various dye-micelle systems were

calculated on the basis of the expression: ∆G = −RgcT lnK, where Rgc was the
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Table 3.3: Fitted values of the triplet state kinetics: the triplet-state lifetime τt

and the fraction of dyes in the triplet state p.

τt(µs)∗ p(%)∗ τt(µs)> p(%)>

Rh110-C12E8 2.7± 1.3 13.6± 4.0 3.3± 0.3 14.5± 2.1
Rh110-CTAC 3.9± 1.0 13.8± 3.9 2.3± 0.6 7.7± 0.8
Rh110-SDS 3.4± 1.6 9.7± 2.9 2.0± 0.6 4.0± 0.5
ATTO-CTAC 3.9± 1.7 13.6± 3.5 5.9± 1.4 8.3± 0.8
∗�tted by Eq. 3.12, > �tted by Eq. 3.7.

gas constant. The energy barriers of intermediate interactions were much lower

than those of strong interactions. And the values of the dissociation rate constant

for strong interactions were at least one order of magnitude smaller than for the

intermediate interactions.

Triplet-state Kinetics

The fractions of dye molecules in the triplet state, p, and the triplet-state lifetime,

τt, were also obtained from Eq. 3.7 and 3.12. The �tted values of p and τt (see

Table 3.3) were in line with the published results for rhodamine 110 (1.9 µs,

10%) and ATTO-488 (2.9 µs, 10%) in aqueous media determined by total internal

re�ection �uorescence correlation spectroscopy (TIR-FCS) [85].

3.3 STED-FCS Section

Due to the di�raction limit, the length-scale of observation volume in standard

FCS experiments cannot be reduced below ∼200 nm. However, this limita-

tion can be circumvented by means of stimulated emission depletion (STED).

STED nanoscopy o�ers spatial resolution down to ∼20 nm by employing a de-

pleting laser beam (shaped into a "donut" with zero intensity at center) coaxial

to the excitation beam [33�35]. In principle, the depleting laser suppresses spon-

taneous �uorescence from the outer part of the confocal volume, trimming the

e�ective observation volume to sub-di�raction size. Combination of STED with
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FCS (STED-FCS) allows one to perform experiments at higher probe concen-

trations and shorter length-scales of observation volume than confocal FCS [36].

This is particularly useful for biological [86�88] and anomalous di�usion investi-

gations [37,89]. A number of such studies have been reported in 2D systems (e.g.,

lipid membranes) [37�41]. However, few studies using STED-FCS in solutions

have been published. This is largely due to troublesome analysis and interpreta-

tion of STED-FCS data, related to non-3D-Gaussian observation volume and lack

of the analytical form of autocorrelation function for such systems [42�44]. Our re-

cently proposed solution [43], based on realistic description of the 3D observation

volume under STED and empirically justi�ed approximation of the ACF, allows

us to overcome these issues. Herein, we develop this solution for quantitative

studies of di�usion-reaction processes at sub-di�raction length-scales. A unique

advantage of STED-FCS for binding/unbinding kinetics studies is direct, gradual

control over the size of the observation volume. This allows one to cross in a sin-

gle experimental system between the large "observation volume" regime, where

multiple binding/unbinding acts occur while the probe resides in the observation

volume and a single, e�ective di�usion coe�cient is observed, and the "small ob-

servation volume" regime, where distinct populations of free and bound probes

are observed. In this section, we demonstrate a successful application of STED-

FCS to quanti�cation of the equilibrium and rate constants of supramolecular

interactions on a simple model of �uorescent dye reversibly binding to surfactant

micelles.

Experimental Details

STED-FCS experiments were conducted with MicroTime 200 (PicoQuant, Berlin,

Germany) time-resolved �uorescence microscope with a STED add-on and a 100

× /1.4 oil immersion objective (Olympus M Plan Apochromat). The system was

equipped with the easySTED phase plate set [90] to form a depletion beam in
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Figure 3.8: Representative Time-Correlated Single Photon Counting (TCSPC)
histogram recorded during one STED-FCS measurement (PSTED/PSAT = 1.7) of
ATTO647N di�using in PBS. Both excitation and STED lasers were operated in
pulsed mode. The frequency of the STED pulse, 20 MHz, was 1/2 frequency of the
excitation one (40 MHz). Therefore, in each cycle STED pulse was introduced in
the �rst section (patterned area) synchronizing with the excitation pulse during
1.7 − 2.2 ns, while in the second section of the cycle (white background area,
after 26.7 ns) only excitation pulse was applied. Photons were assigned to the
STED and non-STED sections using time-tagging, which allowed us to record an
intrinsic non-STED reference within every measurement. So in one measurement
we acquired data in both "confocal" and "confocal+STED" condition, without
the need for extra series of measurements.

donut-shape where the intensity of the depleting beam at the center was around

1% of its maximum, while the excitation beam was una�ected. Excitation and de-

pletion lasers (LDH-640 and VisIR 765, PicoQuant) [91] were operated in pulsed

mode. To increase the resolution and data quality of STED-FCS, time-gated ap-

proach was applied [92�94]. During the time-gated process only photons arriving

within a time window at a certain delay T g (2.6 ns) after the excitation pulse

were included for data processing.
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Both excitation and depletion lasers (LDH-640 and VisIR 765 "STED") were

operated in pulsed mode [91]. The repetition rate of the excitation laser was

40 MHz (i.e., one pulse every 25 ns), while the STED laser was operated at

half of this frequency. Therefore, STED pulse was introduced after every other

excitation pulse, so that an intrinsic, on-line non-STED reference was recorded

for every experiment (cf. Fig. 3.8). Each recorded photon was assigned either

to the excitation-only or excitation-with-STED pulse. This allowed us to use

the ratio of residence times of the probes under STED to the ones under non-

STED condition, i.e., τSTED/τconfocal, to describe the changes in apparent di�usion

behaviours of the probe as the varying of observation volume, rather than the

absolute values of τSTED. Therefore, any errors connected with the non-perfect

shape of the beam could be largely cancelled out.

In the STED section of the histogram, the �uorescence decay had another fast

component, which mostly originated from the bleed-through of the stimulated

emission to the detection channel. Because these photons were from the depleted

region (outside the intended observation volume), we disregarded them and only

included in the autocorrelation photons recorded between 2.6 and 25 ns (patterned

area in Fig. 3.8) to increase the resolution and data quality of STED-FCS. [92�94]

Since the delay between pulses was at least three orders of magnitude shorter than

the di�usion time, the pulsed mode operation did not in�uence the autocorrelation

in the range of di�usion-related lag times.

Results and Discussion

Depending on the ratio of the average time spent by the dye in the observation

volume (determined by the volume size) to the relaxation rate, qualitatively dif-

ferent regimes can be distinguished in terms of autocorrelation data analysis. In

the large volume regime, the e�ective residence time of probes is substantially

longer than the relaxation time (1/R), namely τ∆ � 1/R. Then, equilibrium is
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Figure 3.9: Schematic illustration of the complex formation processes in a dye-
micelle system within a large and small observation volume of STED-FCS. In the
large volume, multiple association/dissociation acts occur during a single passage
of the dye through the observation volume, and a single, e�ective di�usion coe�-
cient is measured. In the small volume, di�usion overruns the reaction, and two
distinct components (free dyes and dye-micelle complexes) are observed.

established within the observation volume while the probe is detected. A single, ef-

fective di�usion coe�cient is obtained, including multiple association/dissociation

acts, as well as di�usion of free dyes and dye-micelle complexes in the intervening

periods. Contrarily, in the small volume regime, the residence times are short-

ened and equilibrium is not attained inside the observation volume. There is not

enough time for association/dissociation acts to occur before the probe di�uses

out of the observation volume (i.e., τ∆ � 1/R). Hence, motions of dye-micelle

complexes and free dyes (DA and DB) are recorded separately. In the regime

where τ∆ ≈ 1/R, neither of the two simpli�cations is valid and the full autocor-

relation model including di�usion of the two species as well as the reaction needs

to be applied. With a system characterized by an appropriate relaxation rate, it

is possible to observe the transition between the aforementioned regimes, simply

by controlling the size of the observation volume using STED (see Fig. 3.9).

To allow for quantitative STED-FCS analysis in solutions, we apply the re-

cently developed methodology based on a realistic model of the non-3D-Gaussian
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Figure 3.10: Upper panel: representative pro�les of e�ective observation volumes
of STED-FCS under various STED powers PSTED. For details on the excita-
tion, depletion, and observation pro�les see Ref. 43. Low panel: experimental
STED-FCS autocorrelation curves for ATTO647N di�using in PBS (open sym-
bols) under various values of PSTED/PSAT and the �ts using Eq. 1.21 (solid lines).
Inset: change in the e�ective radii of the observation volume with STED power,
determined from Eq. 1.19.
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shape of observation volume [43]. Brie�y, the radial pro�le of a STED beam

is given by a �rst-order Laguerre-Gaussian function [95, 96]. Its width evolves

along the axial direction, causing most e�cient depletion at the focal plane and

relatively weaker in�uence on STED at the o�-focus regions. This leads to the

hourglass-like shape of the observation volume (see Fig. 3.10 upper panel), as well

as a decrease in the e�ective signal-to-noise ratio with increasing STED power due

to high contribution of the �uorescence from the dim yet extensive fringes [43].

Still, each radial section of the observation volume retains a Gaussian pro�le. Due

to strong elongation of the e�ective observation volume, the contribution of axial

di�usion of the probes to the autocorrelation function is negligible. These factors

justify application of a simple 2D autocorrelation �tting model (cf. Eq. 1.21).

This approximation has been validated by computer simulations and a series of

experiments with various probes (radii ranging from 0.7 to 6.9 nm) and di�erent

medium compositions [42,43].

Under STED conditions, L of the focus plane decreases with STED power

(PSTED) as [97, 98]: L = L0/
√

1 + PSTED/PSAT, where L0 is the radius of confo-

cal observation volume. PSAT is the saturation power, characteristic for a given

�uorophore in given conditions, de�ned as the STED power at which the overall

intensity of spontaneous �uorescence is decreased by half [33, 98]. However, the

e�ective L of STED-FCS in solution corresponds to the radius of the brightest

sections of the observation volume and is not equivalent to the detection radius

at the focal plane (L (z = 0)) due to the axial evolution of the STED pro�le [43].

Therefore, unlike the experiments in 2D systems [37, 38], L of STED-FCS in so-

lutions cannot be directly obtained from bead scanning experiments. Instead, a

series of FCS measurements under various STED power settings for a reference

probe with known di�usion coe�cient need to be performed to calibrate the de-

pendence of e�ective L on PSTED/PSAT. The value of PSAT of the reference probe

was determined by �nding the PSTED at which the �uorescence intensity dropped

by half. In this work, we used ATTO647N (with determined PSAT = 11 mW)
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di�used in phosphate-bu�ered saline (PBS), taking DB = 352 µm2s−1; this value

was established in independent FCS measurements at T = 298 K [99].

As expected, experimental ACFs for ATTO647N in PBS shifted toward shorter

lag time region as the STED power increased. The di�usion times were obtained

from the �ts of the experimental curves using Eq. 1.21. Based on these values, we

calculated L using Eq. 1.19. It decreased from 230 nm at PSTED = 0 to 95 nm at

PSTED ≈ 1.7PSAT (see the inset of Fig. 3.10). Increasing the STED power even

further led to ACFs of poor quality due to low signal-to-noise ratio (SNR) at high

STED power [43].

When we measured di�usion of ATTO647N in C12E8 solutions with FCS (at

PSTED = 0), we observed a gradual shift of the autocorrelation curves toward the

longer lag time region as the micelle concentration increased (Fig. 3.11). Since

the viscosity experienced by ATTO647N in these relatively dilute solutions could

be treated as constant and equal to the bu�er viscosity [100], we attributed the

prolongation of di�usion time to the formation of dye-micelle complexes. All

the autocorrelation function curves could be �tted with the simple 3D single-

component model for FCS (cf. Eq. 3.12). Since this case fell within the large

volume regime (τ∆ � 1/R), multiple attachment/disattachment acts between the

dye and micelles occurred during the probe's residence in the observation volume

and averaged out to produce a single, e�ective value of di�usion time (τ+). On

this basis the e�ective di�usion coe�cient, D+, was calculated using Eq. 3.8. In

the low C12E8 concentration limit, D+ approached the value characteristic for the

dye di�usion in pure bu�er. With increasing micelle concentration, D+ gradually

approached the value measured for self-di�usion of C12E8 micelles using dynamic

light scattering (0.34 × 10−10 m2s−1, Fig. 3.3)� see the inset of Fig. 3.11. This

proved the formation of dye-micelle complexes in the solutions and showed that

at high micelle concentrations the dye spent most of the time as a part of the

complex (and, rapidly encounters another binding partner after detachment).

The equilibrium constant for the ATTO647N/C12E8 complex formation was
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Figure 3.11: Upper panel: normalized experimental autocorrelation curves of
ATTO647N in solutions of C12E8 with various concentrations (open symbols)
and the �ts (solid lines) using Eq. 3.12. Inset: measured di�usion coe�cients
of ATTO647N (open circle, FCS measurements), C12E8 micelles (open trian-
gle, dynamic light scattering) and e�ective di�usion coe�cients of ATTO647N
in C12E8 solutions (D+, open rectangles). Lower panel: equilibrium constant for
ATTO647N/C12E8 complex formation determined from the slope of the linear
�tting using Eq. 3.14.
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Figure 3.12: Experimental autocorrelation curves of ATTO647N in the C12E8

solutions (open symbols) and the corresponding �ts of the 3D, two-component
model (Eq. 3.13, solid lines). Apparently, the �ts were too poor to rely on due to
the large residuals (high systematic errors).

established from the slope of the linear dependence of D+ on the concentration

of micelles [A] (see lower panel of Fig. 3.11), according to Eq. 3.14. The obtained

value ofK = 2.74 × 105 M−1 indicated a slightly stronger interaction than the case

of C12E8 and rhodamine 110, described in our previous study [31]. This probably

resulted from the positive charge of ATTO647N that promoted its electrostatic

attraction to the micelle shell.

For comparison, we also tried to �t the experimental autocorrelation curves

with the two-component model, which included the contributions of free dye and
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dye-micelle complexes separately. Both the di�usion times were �xed on the basis

of calibration data. However, the �ts were of poor quality, revealing systematic

deviations (see Fig. 3.12). This supported the claim that the equilibrium was

established within the FCS observation volume in this case, only permitting to

observe the e�ective di�usion rather than the individual contributions of the sub-

strate and the product.

To reach the intermediate range region, where τ∆ ≈ 1/R, we performed ex-

periments at moderate STED power (PSTED/PSAT = 0 − 0.75) and low mi-

celle concentrations (1.11 − 10.9 µM). Autocorrelation curves were �tted using

Eq. 3.7. At the lowest concentration of micelles (1.11 µM) we obtained the

minimum R = 17.8 ms−1, implying that the average time scale of the associ-

ation/disassociation process (0.056 ms) was already much shorter than the dif-

fusion time of dye-micelle complexes through the non-STED observation volume

(0.39 ms) but slower than that of free dyes (0.038 ms). As expected, the relaxation

rate of the dye-micelle interaction increased with the micelle concentration: the

average distance between the dye and a micelle were shorter so that the di�usive

search for another binding partner after detachment from the former one took less

time. This led us back to the τ∆ � 1/R regime, where the reaction-di�usion model

reached its limiting case of single-component model (cf. Eq. 3.12,). Then, only a

single, e�ective di�usion coe�cient was observed, which revealed no kinetic infor-

mation. To keep the full reaction-di�usion autocorrelation model valid at higher

micelle concentrations (i.e., to retain the τ∆ ≈ 1/R condition), we reduced the

di�usion times by means of reducing the observation volume using STED. All

the R valued obtained from valid ACF �ts using the full reaction-di�usion model

were plotted in the inset of Fig. 3.13 as a function of micelle concentration. The

association rate constant (k+ = 2.95± 0.32 × 109 M−1s−1) was obtained from the

slope of the linear �t using Eq. 3.6. The retrieved k+ value was roughly one order

of magnitude smaller than the di�usion-limited value kdc = 2.29 × 1010 M−1s−1

estimated from the Smoluchowski equation. It also is in line with the results of
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Figure 3.13: Experimental autocorrelation curves of ATTO647N in C12E8 so-
lutions (1.11 − 10.9 µM, open symbols) under moderate STED conditions
(PSTED/PSAT = 0 − 0.75). The curves were �tted using the reaction-di�usion
model of autocorrelation function (Eq. 3.7, solid lines) to obtain the chemical
relaxation rates R of the reaction process, plotted as a function of micelle concen-
tration in the inset. The association rate constant k+ = 2.95 × 109 M−1s−1 was
obtained from the slope of the �t according to Eq. 3.6 (black line), where K was
�xed at the value determined from Eq. 3.14.

previous dye-micelle interaction study.

Stability of the complex is inversely proportional to the disassociation rate

constant k− [101]. k− can be calculated from the ratio of K to k+ and for the

ATTO647N/C12E8 system equals 1.08±0.12 × 104 s−1. The equilibrium and rate

constants for ATTO647N/C12E8 determined from our experiments and model are

close to the values reported for coumarine 152 and TX100 micelles by Bordello et
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al [74].

Further increase in the STED power in the dye-micelle systems and corre-

sponding decrease in the di�usion times allowed us to reach the "small volume"

regime, where τ∆ � 1/R. This corresponded to the other limiting case of the

autocorrelation model for reaction-di�usion, where di�usion times of all reagents

were short enough to be observed irrespective of the attachment/disattachment

events � at the time-scale of observation, the reaction could be treated as frozen.

Knowing the disassociation rate k− from the experiments in the reaction-di�usion

regime, we estimated the lifetime of the complexes to be ∼ 0.1 ms. Taking advan-

tage of STED, we could decrease the di�usion time of the dye-micelle complexes

below this critical time-scale.

Therefore, at higher STED power (PSTED/PSAT > 0.75) the appropriate model

for ACF analysis is the simple two-component model (cf. Eq. 3.13). Results for

ATTO647N di�usion in low-concentration micelle solutions at PSTED/PSAT =

1.7 are presented in Fig. 3.14. The two-component model (with β as the sole

�tting parameter, τA = 66 µs and τB = 6 µs as �xed parameters) provided high

quality �ts, with no systematic deviations. As expected, the fraction of dye-micelle

complexes (β) increased with the micelle concentration. The equilibrium constant

K = 2.14 × 105 M−1, was determined on this basis as:

K[A] =
β

1− β
. (3.18)

This value is closely comparable to the value determined from the single-component

model analysis of the non-STED experiments (2.74 × 105 M−1).
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Figure 3.14: Upper panel: experimental (open symbols) and the �tting curves
(solid lines) of ATTO647N di�using in low concentrated C12E8 solutions un-
der high STED power (PSTED/PSAT = 1.68). The two-component model (cf.
Eq. 3.13) gave good �ts to the experimental curves apparently. Lower panel: frac-
tions of the dye-micelle complexes determined from the two-component model.
Inset: equilibrium constant obtained from the slope of the linear �tting from Eq.
3.18.
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Chapter 4

DOX-DNA Interactions

Doxorubicin (DOX), sold under the trade name Adriamycin, is a drug widely used

for the treatment of various cancers such as leukaemia, lymphoma as well as soft

tissue sarcomas [102]. It ranks among the most e�ective anticancer drugs ever

developed. A variety of biochemical evidences suggest that the planar structure

of DOX molecule functions primarily by intercalation between the base pairs of

double-stranded DNA (dsDNA), anchoring on one side by its sugar moieties that

sit in the DNA minor groove (Fig. 4.1), blocking the processes of replication and

transcription, and then initiates DNA damages [103].

Despite the extensive usage of DOX in the clinics, the molecular mechanism of

drug action leading to cell death is still controversial [104]. What's more, the dose-

dependent side e�ects of DOX on cells and tissues, e.g., cardiotoxicity, extremely

reduce its clinical e�cacy [102]. Hence, in order to deeply understand the action

of DOX on DNA, it is crucial to quantitatively determine the binding a�nity of

DOX to DNA. This quantity may provide clues for enhancing the anticancerous

e�cacy of the drug and reducing its side e�ects to healthy cells and tissues.

Recently considerable number of works focused on the study of mechanism of

DOX-DNA interaction using various methods in vitro. However, the published

values of equilibrium constant determined by those methods such as isothermal

titration calorimetry, temperature-jump relaxation measurements, �uorescence
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Figure 4.1: Chemical structure of DOX and schematic illistration of intercalation
of DOX into a double stranded DNA (in green) by anchoring its sugar moieties
into the DNA minor groove.

spectroscopy, etc., are not so consistent with each other (values ranging from

104 to 108 M−1) [105�111]. Therefore, precise and convenient methods for the

investigation of such special intermolecular interaction are still needed. In this

chapter we employ FCS as a main tool, supplemented by DLS, to probe the

DOX-DNA interaction in vitro at single-molecule level. Equilibrium constant

and its temperature-dependence of the DOX-DNA interaction were determined.

Additionally, we also revealed the in�uence of an important cross-linker widely

presented in cells, formaldehyde, on the formation of DOX-DNA complexes.

4.1 Materials and Methods

Doxorubicin (purity: > 99%) was purchased from BIOTANG Inc. Formalde-

hyde solution (36-38%, chemically pure) was bought from Chempur. Calf thymus

DNA (ctDNA, 42% in GC base pairs) was purchased from Merck. Plasmid DNA

(pUC19, 51% in GC base pairs) was purchased from Thermo Fisher Scienti�c in

vials of 10 units (1 unit is de�ned as the DNA sample that yields an absorbance
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of 1.0 at 260 nm in 1.0 mL of water in a 1.0 cm optical path cuvette). All DNA

samples were dissolved in the Tris-HCl solutions (pH 7.4, I = 10 mM). The con-

centrations of both DNAs, expressed as the molarity of base pairs (the average

molecular weight of one base pair was set at 650 Da), were con�rmed by ab-

sorbance measurements at 260 nm. FCS and DLS measurements were performed

with the same setup and settings described in former chapters, if not otherwise

speci�ed.

4.2 Results and Discussion

Formation of DOX-DNA Complexes

We recorded the di�usion of rhodamine 110 and DOX in the solutions of pUC19

and ctDNA by FCS separately. In the case of rhodamine 110 di�using in the

two DNA solutions, no interaction was observed from all the overlapped ACFs

of rhodamine 110 in various concentrations of DNA solutions (see Fig. 4.2). In

contrast, we clearly saw the presence of second components from the long lag-time

region of the ACFs in the cases of DOX. We inferred the second-component origi-

nated from the formation of DOX-DNA complexes, considering that the di�usion

of DNA was much slower than that of free DOX.

We attempted to �t the experimental curves with the single-component model

(Eq. 3.12), however, the �t was too poor according to the large residuals (see

Fig. 4.3). We also tried to �t the curves with the full model for FCS (i.e., Eq.

3.7). The �tting procedure was the same as that in the dye/micelles cases, where

the relaxation rate R was the only �tting parameter. The �tted values of R were

around 0 in both DNA cases, demonstrating two-component di�usion (DOX and

DOX-DNA complex) in the systems. This was in line with the expectation: since

the concentration of DOX ( 1 nM) was much higher than those of DNAs (to

sub-nanomole) but much lower than those of base pairs (from µM to mM), there
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Figure 4.2: Normalized experimental ACFs of rhodamine 110 and DOX di�using
in the solutions of pUC19 and ctDNA with various concentrations respectively.
The overlapped curves of rhodamine 110 in both DNA solutions suggested no in-
teraction between them, while apparent interactions between DOX and the two
DNAs were observed from the gradual shifts of ACFs as a function of DNA con-
centration.

were always free DOX and DOX-DNA complexes presenting in the focal volume.

Therefore, it was justi�ed to �t experimental curves with the two-component

model (Eq. 3.13), in which β was the only �tting parameter. Other parameters

such as the di�usion coe�cients of DOX and DNA were known form calibration

experiment and DLS measurements separately.

We measured the di�usion coe�cient of ctDNA in Tris-HCl bu�er (pH 7.4,

I = 10 mM) at 25 � using DLS. The determined self-di�usion coe�cient of the

ctDNA was 1.95 × 10−12 m2s−1 (see Fig. 4.4), consistent with the published values

(1.9 × 10−12 m2s−1) [112]. The di�usion coe�cient of pUC19 was taken from the
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Figure 4.3: Example curves of DOX in pUC19 solution (base pair concentration:
25 µM). Two-component model gave good �t while the single-component model
could not, as the residuals showed. We also observed the similar �tting pro�les of
the two models for other concentrations of DNA.

published value of 5.6 × 10−12 [113], since its concentration was too low for DLS

to measure.

Equilibrium Constant of DOX-DNA Interaction

The two-component model allows us to determine the equilibrium constant of

DOX-DNA interactions based on the relation between K and β (cf. Eq. 3.18).

We �tted the experimental curves of DOX in the pUC19 and ctDNA solutions

with the two-component model (Eq. 3.13) and then obtained the fractions of

free DOX (1-β) and DOX-DNA complexes (β) in the solutions. As the DNA
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Figure 4.4: Linear �t of the collective di�usion coe�cients of ctDNA in Tris-HCl
bu�er via Eq. 1.30. Extrapolation the concentration to in�nite dilution gave the
self-di�usion coe�cient of ctDNA.

concentration increased, more and more DOX-DNA complexes were formed until

the saturation of DNA was reached (see Fig. 4.5).

The equilibrium constant K of DOX-DNA interaction were determined from

its dependence on the β as a function of molar concentration of base pair using Eq.

3.18. The �tted value of K was 3.3 × 103 M−1 for the DOX-pUC19 interaction

and 1.5 × 103 M−1 for the DOX-ctDNA system at 25� respectively (see the inset

of Fig. 4.5). These values were close to the reported equilibrium constants for the

outside binding of DOX to the minor grooves of ctDNA (∼3 × 103 M−1) [106,110].

The outside binding was driven by the electrostatic attraction between the posi-

tively charged amino group in the sugar moiety of DOX and the negative charged

phosphate groups of DNA. It was also con�rmed by spectroscopic experiments

and computer simulations [114�116].

The kinetic mechanism of DOX-DNA interaction was described by a 5-step
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Figure 4.5: Fractions of DOX-DNA complexes determined by the two-component
model for FCS in various concentrations of pUC19 and ctDNA solutions at 25 �.
Insert: The equilibrium constants K of the interaction between DOX and the two
DNA determined from the linear �ts using Eq. 3.18.

reversible reactions [110, 115], in which the outside binding was assigned to the

�rst one. The outside binding took place when the concentration ratio of DOX to

DNA base pairs was very low (< 0.1) [106]. This condition was in line with our

FCS experiments where the concentration of DOX was always much lower than

those of base pairs. As a result, the equilibrium constant we obtained from FCS

corresponded to the outside binding between DOX and DNA. Further increase

of DOX concentration could cause the intercalation of the drug into the double

strands of DNA, which was reported previously. However, this could not be

ful�lled by FCS due to the requirement of nanomolar concentration of the probes

in FCS experiments.

Next, we investigated the in�uence of temperature on the equilibrium constant

for the outside binding of DOX to DNA in other two temperatures, i.e., 30 � and

36 � (Fig. 4.6). In both cases we found the outside binding were exothermic:
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Figure 4.6: Determined equilibrium constants K of DOX-DNA interactions in
the temperatures of 25, 30, 36 �. In both DNA cases the equilibrium constants
decreased as the increase of temperature.

Higher temperature favoured the backward reaction and therefore reduced the

stability of the complexes. This exothermic property of DOX-DNA interaction

was also reported in other drug/DNA systems [117,118].

In�uence of Exogenous Formaldehyde

Formaldehyde, the simplest aldehyde usually known as an environment pollu-

tant, possesses high reactivity toward cellular macromolecules such as DNA and

proteins in human body by enzyme-catalysed reactions [119, 120]. Formaldehyde

is produced from a range of carbon sources (e.g., lipids and spermine) by iron-

mediated free radical reactions in cells [121, 122]. The interaction between DOX

and DNA could be enhanced by the formation of covalent bond in the presence

of formaldehyde: formaldehyde reacts with the amino group of the DOX to form

a reactive Schi� base and then it links to one strand of DNA [123�125]. The
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Figure 4.7: Exemplary structure of the DOX-DNA compounds in the presence of
formaldehyde. The covalent bonds (shown in red) between DOX and one guanine
moiety of one strand of DNA is mediated by formaldehyde. Additionally, the
compounds is further stabilized by the extra hydrogen bonding between DOX
and the other guanine moiety of the complementary strand of DNA.

compounds are further stabilized by the additional hydrogen bonding between

DOX and the second strand of DNA (Fig. 4.7). Interestingly, higher amount

of formaldehyde have been detected in the tumour cells than in the normal

cells [126, 127]. Therefore, higher e�cacy of drug in the tumour cells is observed

with the help of formaldehyde.

To study the in�uence of formaldehyde on the formation of DOX-DNA com-

pounds, we recorded the di�usion of DOX in the two DNA solutions in the presence

of formaldehyde (2%, w/w). As expected, we started to see the second compo-

nent appearing from the autocorrelation curves at the much lower concentrations

of DNA (cf. Fig. 4.8) compared to the ones in the absence of formaldehyde. The

presence of formaldehyde promoted the formation and stability of DOX-DNA

compounds via covalent and hydrogen bonding [102,104,128].

Other possible side-products besides the DOX-DNA compounds may be pro-

duced during the reaction. For example, formaldehyde can cross-link two DOX
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monomers to produce a dimer. However, this side-reaction does not a�ect our

FCS curves. This is because on one hand the dimer can not further bind to

the strands of DNA via the covalent bonding in the presence of formaldehyde

since there is no more free amino group to react. One the other hand, the quan-

tum yields of the DOX dimer is three orders of magnitude lower than that of

the monomer (0.039) [129]. Therefore, the DOX dimer can be treated as non-

�uorescent molecule.

Besides promoting the formation of DOX dimers, formaldehyde may cross-

link the two strands of two DNA molecules via the aforementioned mechanism.

However, this reaction takes from dozens of hours to days to reach the equilibrium,

which is several orders of magnitude slower than the formation of DOX-DNA

compounds [125, 130�132]. Therefore, in the presence of formaldehyde only the

signals from DOX monomers and DOX-DNA compounds contribute to the ACFs

of FCS. No signal originates from the side-products in the FCS experiments.
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Figure 4.8: Normalized experimental autocorrelation curves of DOX di�using in
the solutions of pUC19 and ctDNA in the presence of formaldehyde. Higher
fractions of DOX-DNA compounds were observed at much lower concentrations
of DNA (to be compared with Fig. 4.2).
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Chapter 5

Summary and Conclusions

Quantitative determination of intermolecular interactions is of great interest and

crucial in the �elds of chemistry, biology, and physics. [41,133,134]. The conven-

tional ensemble experiments, e.g., titration or NMR, were only able to provide

the averaged characteristics of intermolecular interaction, while the individual be-

haviours of each component in the processes of interaction were partially hidden.

Within this thesis I quantitatively determine the intermolecular interactions from

the motion of various probes in aqueous solutions at the single-molecule level.

Fluorescence correlation spectroscopy (FCS), stimulated emission depletion-FCS

(STED-FCS), and other auxiliary methods such as dynamic lighting scattering

(DLS), Taylor dispersion analysis (TDA), etc., were employed as main tools. The

summaries and conclusions of each chapter within the thesis are listed below.

� Protein/Surfactant Interactions We investigated the di�usional and

structural properties of BSA in four surfactant solutions (C12E5, C12E8,

CTAC and SDS) using FCS. We observed the structural transitions of BSA

in the diluted ionic surfactant solutions of SDS and CTAC (far below their

CMC). The calculated hydrodynamic radius of BSA increased from 3.9 to

6.2 and 6.5 nm in SDS and CTAC solutions respectively. In contrast, the

globular BSA did not change its size in the nonionic surfactant solutions of

C12E5 or C12E8 at all.
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Figure 5.1: Suggested mechanism of the structural changes of BSA (unfolding) in
ionic surfactant solutions at the concentration below and above CMC.

We con�rmed the structural transition of BSA from the �uorescence lifetime

analysis. The lifetime of ATTO-488 labelled to BSA increased suddenly from

2.36 ns (in water) to 3.02 ns (in SDS solutions) and to 2.84 ns (in CTAC

solutions) due to the structural transition of BSA. However, no change in

the �uorescence lifetime was observed in nonionic surfactant solutions. Ad-

ditionally, the structural transition of BSA took place in the highly diluted

ionic surfactant solutions (far below their CMC). Thus we inferred that the

structural transition of BSA had been induced by surfactant monomers be-

fore the formation of micelles (see Fig. 5.1).

� Dye/Micelle Interactions We quantitatively determined the equilibrium

and rate constants of complex-formation in dye-micelle systems using FCS

and STED-FCS separately. In the FCS section, we categorized the dye-

micelle interactions into three types: weak, intermediate and strong, ac-

cording to the determined values of the equilibrium constant K. The values

of K determined from FCS were consistent with those from the other inde-

pendent experiments, i.e., TDA as well as those from literatures. To obtain

the association/dissociation rate constants we �tted experimental data with

the full model for the autocorrelation function of FCS (Ga(t), see Eq. 3.7)
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Figure 5.2: Illustration of the applicability of each model for the autocorrela-
tion function in a di�usion-reaction system in STED-FCS. The single-component
model (Eq. 3.12) is suitable for studies in the relatively concentrated solutions,
while the two-component model (Eq. 3.13) is the limiting case, relevant to slow
reaction and small observation volume. The equilibrium constant of the reaction
can be determined in any of the cases. The full reaction-di�usion model (Eq. 3.7)
can be applied to the systems falling between the two limiting cases (i.e. when
τ∆ ≈ 1/R ), allowing to retrieve information on the rate constants of complex
formation.

derived on the basis of Magde's formula. Our results showed that the as-

sociation rates of the dye-micelle interactions were much smaller than the

di�usion-controlled rate. Therefore, a two-step reaction mechanism was used

to explain the complex-formation between dyes and micelles.

In the STED-FCS section, we provided a full analytical model for the au-

tocorrelation function of FCS in a reaction-di�usion system upon STED

conditions. Altering the size of observation volume, we were able to observe

both limiting cases of the model (cf. Fig.5.2): where a single, e�ective dif-
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fusion time was observed (equilibrium establishes within the time-scale of

observation), and where separated contributions from free and bound dyes

were observed (reaction slower than the time-scale of di�usion). The val-

ues of equilibrium constant determined for the ATTO647N/C12E8 system in

the two limiting cases were in reasonable agreement with each other. The

association/dissociation rate constants were obtained from analysis of the

experiments in the τ∆ ≈ 1/R regime based on the full reaction-di�usion

model of ACF Eq. 3.7. By demonstrating the applicability of STED to en-

hance the capabilities of FCS in the kinetic studies, we showed a promising

perspective of STED-FCS towards the analysis of intermolecular interaction

in simple solutions as well as biomimetic and biological complex systems.

� DOX/DNA Interactions Based on the former studies of dye-micelle inter-

action using FCS, we applied our method to a practical case of intermolecular

interaction in the �eld of biochemistry: anticancer drug DOX and DNA. We

quantitatively determined the equilibrium constants of DOX-DNA interac-

tion by using the two-component model for FCS (Eq. 3.13). The determined

K from our method were close to the published values corresponding to the

outside binding of DOX to the minor grooves of DNA. Besides, the in�uence

of temperature on the equilibrium constant of the DOX-DNA interaction in

vitro was investigated. Our results showed that the outside binding was an

exothermic process: the higher reaction temperatures, the lower values of

equilibrium constants.

Next we studied the in�uence of formaldehyde, which could cross-link the

DOX and DNA molecules via covalent bonds, on the formation of DOX-

DNA compounds. We observed DOX-DNA compounds were produced at

much lower concentrations of DNA, compared to the concentration at which

the noncovalent bounded DOX-DNA complexes formed in the absence of

formaldehyde. This result supports the action mechanism of DOX in the
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cancer cell where the concentration of formaldehyde is much higher than

that of normal ones.
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