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1. Introduction

In recent years.the Auger electron spectroscopy has become
a well established technique for studies of solid surfaces. The
physical basis for this technique is the so-called Auger transi-
tion. The Auger process is a radiationless reorganization of an
ionized atom, When the ionized shell is filled by an electron
from the outer shell, the released energy may.ionize another
shell in the atom. As a result, an electfon is ejected from the
atom with energy characteristic for the atomic number and the
atomic shells involved in transition. Both the deactivatidn
process and the ejected electron are named after their disco-
verer (Auger, 1925a,b).

First analytical applications of the Auger effect were started
in fifties by works of Lander (1953) and Harrower (1956). They
were studying the fine structure of the energy distribution of
electrons backscattered from a solid. Both authors identified
Augef features on a slowly varying background of secondary elec-
‘trons. Lander (1953) suggested that the excitation of Auger 7
transitions in a solid by a beam of monoenergetic electrons pro-
vides an interesfing technique for surface analysis, He pointed
out that, due to the high attenuation of electrons in solid, the
technique enables the qualifative analysis of a surface region
with thickness of several atom layers. However, the fast develop-~
ment of Auger electron spectroscopy began in late sixties.

Harris (1968) has shown that the Auger features in the energy
spectra become more prominent on differentation. He has indicated
that the Auger electron spectroscopy is well suited for detection
of surface contaminations and for investigation of surface pro-

cesses such as surface migration, segregation and diffusion.
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Tharp and Scheibner (1967), Weber and Peria (1967) and Palmberg
(1968)‘pointed out that the low energy electron diffraction
(LEED) optics may be used in recording the Auger electron spectra
(the retarding field analyzer). The cylindrical mirror analyser,
introduced to Auger electron spectroscopy by Palmberg et al.
(1969 ), made possible obtaining the high quality spectra. The
bibliographies of papers on Auger eléctron‘spectroscopy published
up to early 1972 list by then over three hundred items (Haas et
al., 1971, Chang, 1974) . The fundamentals, experimental aspects
and analytical possibilities of Auger electron spectroscopy

have been discussed in books and extensive review papers (Ertl
and Klppers, 1974b, Chang, 1974, Joshi et al., 1975, . Chat-
targg..197§). The tables of the Auger electron spectra were
compiled to facilitate the identification of elements, and thus,
the qualitative analysis of the surface region (Palmberg et al.,
1972, McGuire, 1979),

Thg'pqssibility of quantitative analysis of the solid surfa-.
ceé b§ ZES>has already been mentioned by Harris (1968). The
growinglintereqt of research and industrial laboratories in
suffacé studies has stimulated the rapid progress in quantita-
tive AuQerVelectroﬂ-spéct?décopy‘over the last few years (Hollo-
fﬁéy.'1978, Shimizu and Ichimura, 1981 ). AES as a quantitative
teéﬁnique requires a simple formula relating the Auger electron
current collectediby the analyzer to the concentration of a given
element in the surface region. The formalism, widely used at the
fpréédnt time,involves accurate measurements of the Auger electron
 current, a knowledge of the inelastic mean free path of Auger
glectroéSQ”and éaknowledgeraf gome measure accounting for the
influence of backscattered electrons on the Auger electron yield.

Palmberg (1973) has pointed out that physical similarities



exist between Auger electron spectroscopy and electron probe mi-
croanalysis (EPMA). In both cases the sample is bombarded with a
beam of electrons to ionize the solid atoms, and the products of
deactivation are analysed, Auger electrons or X-ray quanta. Thus,
one can expect that the same formalism applies to both methods.
The electron probe microanalysis is now the routine quantitative
technique for determining the composition of solids. The accuracy
is usually better than 2% within the sampling depth of this tech-
nique, i.e. several micrometers (Reed, 1975a). For this reason
EPMA is not considered to be surface sensitive, The calculations
of concentration in EPMA are based on a system of four correc-
tions accounting for phenomena that influence the X-ray yield,
i.e. the electron backscattering, the X-ray absorption, the stop-
ping power and the fluorescence. A correction approach is also
applied in quantitative AES. The corrections take into account
similar effects as in EPMA, i.e. the electron backscattering, at-
tenuation of Auger electrons and the variations in atomic density.
The accuracy of quantitative AES at present is lower than the ac-
curacy of EPMA. The errors in determining the surface composition
may reach 20¥. Such errors are mainly due to uncértainties in de-
termining the corrections, and to other factors affecting the Au-
ger electron yield which are difficult to control, e.g. the sur-
face roughness, the diffraction effects, etc.

The objective of the present work is to discuss the mathemati-
cal formalism of quantitative AES, to review the methods for de-
termining the correcting factors and, basing on recent results,
to propose the universal algorithm for calculations of the surface
composition, Also, the present work summarizes the contribution

of the author to the field of quantitative AES,



2. Notation

The mathematical formalism of quantitative Auger electron
spectroscopy involves a number of parameters, which in general
may depend on the composition of solid under investigation (the
matrix) and the Auger transitions chosen for analysis, Let us
denote such a parameter by Q . In the presented formalism each
quantity Q will be accompanied by the superscript and the sub-

script according to the following rules:

Superscript M specifies the matrix, i.e. the chemical suround-
ing of a given region in solid. The following symbols are en-

countered.

i - the matrix is an almost pure i-th element,

o - the quantity Q is independent of a matrix.,

blank ~ the matrix is an alloy.

s -~ the quantity Q is associated with the surface region.

b - the quantity Q is associated with the bulk.

The usual experimental techniques of quantitative analysis
involve the choice of one Auger transition for each elemental
constituent of an alloy. Thus, the atomic species and the Auger
transition can be denoted by the same index. Therefore, the sub-
script V denotes the Auger transition or elements determining

the quantity Q . The following indexes are met with:



i,] - refer to chosen Auger transitions in i-th and j-th ele-
ments, respectively,

i - refers to a chosen Auger transition in i-th element, or
to the i-th element,

blank - refers to a chosen Auger transition (or a given element),
or the quantity Q is independent of a chosen Auger
transition (or a given element).

The parameters Q of the presented formalism are listed below

with exemplary indexes,
o

A~ - the atomic mass.

Ag - the atomic mass of i-th element.

C =~ the mass fraction,

c® - the mass fraction of a given element in the surface region.
Ci - the mass fraction of i-th element in the surface region.

d - the inelastic mean free path of Auger electrons associated

with a given Auger transition.

di - the inelastic mean free path of Auger electrons associated
with Auger transition in i-th element iﬁ a matrix being
almost pure j-th element.

Hi - the Auger electron intensity corresponding to Auger transi-
tion in i-th element, recorded from a given alloy.

Hi - the Auger electron intensity recorded from pure i-th element.

kg - the spectrometer constant for Auger transition in i-th ele~
ment,

M - the total number of atoms per unit volume of an alloy.

M® - the total number of atoms per unit volume of pure i-th ele-
ment,

N =~ the number of atoms of a given element in unit volume of

an alloy.



the relative sensitivity factor associated with Auger

transitions in i-th and j-th elements, respectively.

the backscattering factor for an alloy corresponding to

given Auger transition.

the backscattering factor corresponding to Auger transi-

tion in i-th element in a matrix being almost pure j-th

element.

- the analyzer function for Auger transition in i-th element.

- the monolayer thickness.,

- the monolayer thickness for a pure i-th element.

- the atom fraction.

the atom fraction of i-th element in the surface region.
the density of an alloy.

the density of pure i-th element.

The fundamental physical constants have their usual notation

o

the
the
the
the

the

Bohr radius.
elementary charge.
Planck constant.
electron rest mass.

Avogadro constant.

Other, more important symbols are the following

E -
E =

the
the
the
the
the
the

the

electron energy.

primary electron energy.

Auger electron energy.

ionization energy.

current of primary electrons.

Auger electron current collected by the analyser.

X-ray intensity collected by the analyzer.



Pa - the probability that Auger transition follows the
ionization.

Px - the probability that X-ray ejection follows the
ionization.

U= E/Ec - the reduced energy for a given electron.

U= Eo/Ec - the reduced energy for primary electrons.

W= E/Eo - the fractional energy.

z - the atomic number.

ol - the escape angle, i.e. the angle between a given
direction and the surface normal.

4)' - the backscattering coefficient, i.e. the fraction of
the primary current reflected from a solid with

energy exceeding 50 eV.

M - the mass attenuation coefficient for X-rays in units
of cm2/g.
6(E) - the ionization cross section at the electron energy E .

d(Pz) ~- the function determining the density of ionizations
versus the distance from the surface, z .
¢(o) - the surface ionization function in electron probe
microanalysis.
Y - the take-off angle, i.e. the angle between a given
~.direction and the surface plane.

AQ ~ the solid angle subtended by the analyser.

The symbols of remaining parameters, of auxiliary character in

the present considerations, are explained in the text.



3. Assumptions of quantitative Auger electron spectroscopy

The assumptions on which the quantitative analysis is based

may be systematized into several groups:

I, The assumptions specifying the geometry and physical proper-

ties of the solid under investigation.
The following assumptions are made here:
I A, The surface of the solid is ideally flat.

The surface roughness has been found to influence the Auger
electron yield (Chang, 1974, Holloway, 1975a). There is a number
of effects caused by the surface roughness: the variation in the
local incidence angle, the excitation and detector shielding,the
reflection of escaping electrons, and the recapture of energetic
electrons. These effects decrease the detected Auger electron
current. To make the assumption I A valid, it is necessary to
polish the surfaces to be analysed. In cases when it is impossi-
ble, e.g. analysis of powders, fractured surfaces etc., the sur-
face roughness should be similar in all samples investigated.
Then, the effect of the surface roughness on the Auger electron
yield may be assumed to be similar for each sample, and thus it
may be partially cancelled when taking the ratio of Auger elec-

tron intensities.

I B. The solid is a set of randomly distributed atoms (randium).

Random distribution of atoms in solid should result in avoid-
ing the diffraction effects (Dejardin-Horgues et al,, 1976). In

other words, the Auger yield is supposed not to be affected by



-9 -

the diffraction effects. There are two processes that may in-
fluence the spatial distribution of electrons (Chang, 1975).

(i) the diffraction of the primary beam;

(ii) the diffraction of the eiected Auger electrons.

The intensity of Auger electrons originating from single crystal
surfaces may have rather complicated space structure being the
function of the polar and azimuthal angles and the atomic number
of solid (McDonnell et al., 1975, Noonan et al., 1976, Allié et
al,, 1976, Weeks and Liebsch, 1977). Such spatial distribution
of Auger electrons is difficult to account for in quantitative
analysis. For this reason the duantitative approach applies ra-
ther to polycrystalline materials, since such materials resemble
.the model of randium. The spatial distribution of Auger electrons
ejected from surfaces of polycrystalline samples is much simpler
than in the case of single crystals (Harris, 1969, Matsudaira
and Onchi, 1978); it seems to follow the cosine law (Matsudaira

and Onchi, 1978).

I C, The solid is a binary alloy or a pure material.

The limitation imposed by the assumption I C is due to the
present lack of the experimental and theoretical data on correct-
ing factors for multicomponent alloys., Most of the published data
on corrections, e.g. the backscattering correction or the inelas-
tic mean free path, refer to pure elements. The composition de-
pendence of both corrections is discussed only in few papers, but
the discussion is restricted to binary alloys (Holloway, 1977,
Jabtotiski, 1978, 1979b, 1980a, Streubel et al., 1978, Berndt et
al. 1980).

The quantitative analysis of multicomponent systems is also
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possible at present. When one of the components is in prevalence
the corrections can be calculated for the pure prevalent compo=-
nent (Hall and Morabito, 1979). Also, the corrections may be
omitted in quantitative analysis (Palmberg et al., 1972 ), In the
latter‘case the omission of the correcting procedure may intro-

duce significant errors.,

II. The assumption specifying the model of the surface region.

The models of the surface region are discussed in section 4

(assumptions II A and II B),

III. The assumptions simplifying the definitions and the determi-

nation of the correcting factors.

The relevant assumptions are formulated and discussed in sec=
tion 5.1 (assumptions III A, III B and III C) and in section 5.3

(assumptions III D).

IV. The assumptions specifying the geometry and physical proper-

ties of Auger electron production.

The assumptions of this group form the physical basis for the
formalism of quaentitative Auger electron spectroscopy (Jablornski,

1979a,b, 1980a).

IV A. The number of ionizations produced by an electron in the
solid, dn, per increment of electron path length, dx, is

given by the formula

dn = N 6(E) dx
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IV B. The Auger electron emission from the parent atom is

isotropic.

IV C. The attenuation of Auger electrons follows the Beer law
I'= I exp (- const « x)

where I and I' are intensities before and after passing

a thickness x of a solid.

IV D. The primary electrons are bombarding the solid surface at

the normal incidence angle.

Identical assumptions, with X-ray intensity instead of Auger
electron intensity, are made in the case of electron probe micro-
analysis.

The assumption IV D facilitates the calculations of the sur-
face composition, since most of the published data on correcting
factors, especially concerning the electron backscattering, were
determined at the normal incidence of the primary beam. Moreover,
the cylindrical mirror analyzer, often used in quantitative ana~
lysis, is usually equipped with the coaxial electron gun. That

geometry is very convenient in analysis at the normal incidence.



4, The mathematical formalism of Auger electron spectroscopy

As it has been mentioned earlier, similarities exist between
Auger electron spectroscopy and electron microprobe analysis.
Since the physical basis for AES and EPMA is identical (assump;
tions Iv),we shall expect that similar formalism can be used for
both techniques. The analytical potential of EPMA has been deve-
loped since early fifties, and it is possible that some problems
of quantitative analysis will also apply to AES. Thus, it seems
to be advantageous to discuss here the basic aspects of EPMA.

At the beginning we shall consider the mathematical formalism of
EPMA and find the relation with the formalism of AES., Also, we

shall compare the correction procedure in both techniques.

4,1. Electron probe microanalysis

The quantitative analysis requires knowledge of an expression
relating the measured intensity of X-ray quanta or Auger electrons
to the concentration of a given element in the solid., This expres-
sion should account for all the physical factors affecting the
X-ray or Auger yield. The formalism of EPMA is based on a éoncept
of a function @(Pz) that provides the density of X-ray pro-
duction as a function of the distance from the surface, z (in
mass-thickness units). This function is usually defined as a ra-
tio of X-ray intensity generated in a thin layer of mass-thick-
ness d(fz) at a depth Pz in a bulk specimen to the intensity
generated in an isolated thin film of the sahe mass-thickness
(vignes and Dez, 1968, Love et al., 1974). The above definition
follows from the experimental method for determining the function

¢ (pz) called the "tracer technique"” (Castaing and Henoc, 1966,



- 13 -

Vignes and Dez, 1968). From this definition and the assumption
IV A we obtain

co

®(Pz) d (Pz) = Ny /[Py I, NG(E)/P] (4.1)

0

where N, is the total number of X-rays produced. The density
appears in the right side of eq (4.1) when the dimension of N
is 1/cm3.
Suppose that an ideally flat solid surface is bombarded with a
beam of monoenergetic electrons. Let us determine the number of
X-ray quanta, I, , collected by the analyser subtending the solid
angle A at the take-off angle ¥ . Taking into account the
assumptions IV B, IV C and eq (4.1) we obtain the following for=-
mula for the X-ray intensity, Iy (in absence of fluorescence)

o

1
. % PRI N G(Eo)? P(pz) exp (- MPz cosec ¥)d(fz) (4.2)

where M is the mass attenuation coefficient in units of cmz/g.
In the ZAF method, which is usually applied in quantitative ana=-
lysis of EPMA, eq (4.2) is rearranged into the product of three

correcting factors ( Bishop, 1968, Ruste and Gantois, 1975)

AR Na 1
I, =(=-1I P Cc f( R meem 4,3
X ( O 491 X A° > L s (4.3)

The corrections f(9,) , R and % account for processes affect-

ing the X-ray yield, i.e. X-ray absorption, electron backscatter-
ing, and electron energy loss, respectively.
The corrections are given by the formulas:

(1) absorption correction
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/ B(pz) oxp (- 4 pz) d(p2)
(%) ='0 (4.4)

oo

®(pz) d(pz)

0
where /% = ycosec y ;

(ii) backscattering correction

E
(o)
R(E) 6(E)[d (px)/dE] dE
E . .
R=1 - < (4.5)
EO
6(E)[d (px)/dE] dE
E, |
where
EO
P(E) = (dp /dE) dE
E

and d;z/dE is the energy distribution of backscattered elec-
trons;
(iii) stopping power correction

Eo

1
—- 6(e)[d (px)/dE] dE (4.6)

Ec

The calculation of correcting factors f(%), R and 1/S 1is a
routine procedure at present ( Reed, 1975b). The ZAF approach can
be applied to materials with low X-ray absorption. In the case

of long wavelength X-rays the absorption can be considerable

(Leroux, 1961). For this case Duncumb and Melford (1966) proposed



the so-called "thin film approximation™., Let us consider the

limit of high absorption coefficients. From eq (4.2) we have

lim Ix’x
’X‘->°o

oo

1
= lim %TQ PyIN 5(50) ?’X, d(pz) exp (- 'X')oz) d()oz) =

’x'-voo 0

o0

1
= f—;:— PXION 6(EO) -—P-— ¢(PZ) J(pZ) d(PZ) = (4.7)

0

1
= %TQ PyI N 6(E,) —)3- @(o)

where @(0) is the value of the function $(pz) at Pz =0,
The quantity @(0) is called the surface ionization function
(Vignes and Dez, 1968, Reuter, 1972, Ruste and Gantois, 1975,
Love et al., 1978b). It follows from the above equation that in
the case of severe absorption the X-ray intensity is given by

(Duncumb and Melford, 1966, Bishop, 1968, Ruste and Gantois,1975)

[ 1 ¢(o)
Ik ¥ f—'jf[z PxIo 6(50) — | N = .
i ] () (4.8)
AR Na 0
“ e e S o | ©

4.,2. Auger electron spectroscopy

Electron probe microanalysis differs from Auger electron spec-
troscopy in escape depth of a signal. Auger electron spectroscopy

samples much smaller depth of a solid than EPMA, 5-30 R as
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compared with micrometers, because the attenuation of Auger
electrons in solid is much stronger than attenuation of X-ray
guanta. The attenuation in AES is usually expressed by the in-
elastic mean free path of Auger electrons, d . The mean free path
may be defined as a distance in which the number of electrons
with a given energy diminishes by a factor of e = 2,718. The mean
free path so defined is related to the mass attenuation coeffi-

cient

K= 1/(pd) (4.9)

The other difference between BPMA and AES is in acceptancé angle
of the analyser. In the case of AES this angle may be significant
(e.g. retarding field analyser, section 6.1.1) and calculation of
the current collected by the analyser involves integration over
the solid angle, subtended by the analyser. Introducing eq (4.9)
into eq (4.2) and replacing P, with the probability of Auger
transition P, we should obtain the formula describing the Auger

electron current collected by the analyser

1 .
I, = % PAIGN G(Eo) -:o- ¢(pz) exp [ - z/(d cos o)]d (p2),

0
where o = TT/2 - ¥ is the so-called escape angle, i.e. the
angle between escaping Auger electron and the surface normal. In
the case of large acceptance angle, i.e. when the escape angle of
Auger electrons entering the analyser varies considerably, the

Auger electron current is given by

. oo . (4.11)
I, = = PAI N 6(E ) -;— P(Pz) exp[ - z/(d cosol)]d (P z) dR
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Since the extent of surface segregation in binary alloys is com-
parable with the sampling depth of Auger electrons (Williams and
Nason, 1974, McDavid and Fain, 1975), the number of atoms of ele~-
ment under analysis in unit volume can be a strongly varying
function of the distance pz in the surface region. We rewrite

egs (4.10) and (4.11) in the form

oo (4.12)
1
I, =§% Palo G(Eo) -:o— N (;)z) P(pz) exp [- z/(d cosal)] d( ¢ 2)
0
and, more generally
1 1
IA = :;?T- PAIO G(EO) —?—
oo (4.13)

N(pz) d(p2) exp [ - z/(d cos o) ] d(z)dQ
aQ o

In any correction approach the equation describing the measured
intensity is transformed into the product of concentration of
element under analysis, corrections depending in general on com-
position of the sample, and the constant independent of composi-
tion. Eq (4.13) is the physical basis for the correction proce=~
dure in AES, It is convenient to base the correction procedure on
an idealized model of Auger electron production., This model has
the following properties (Jablofiski, 1979a,b)
(1) only primary electrons contribute to the production of Auger
electrons in the surface region.
(ii) primary electron trajectory is linear in the surface region.
(iii) primary electron does not change its energy in the surface

region.




In that idealized model the function describing the distribution
of Auger electron production with the distance from the surface

has the simple form

Thus, from eq (4.13) we obtain
oo (4.14)
(1d)_ 1 1
I, = == P,I_ 6(E°) — N(Joz) exp [ - z/(d cosa)] d(pz)dR
ATt 4
aq °
The difference between the actual Auger electron current, I, ,

and the current Iéid) given by eq (4.14) is accounted for by the

correction called the backscattering factor. This correction is
defined as a ratio of the Auger electron current recorded by the
analyser to the current that would be recorded in the idealized

case characterized by the properties (i) - (iii)

i
ro= IA/I; d) | (4.15)

Substitution of eq (4.14) into eq (4.15) gives
oo - (4.16)
: 1 1
I, = 4_7? PI, G(Eo) —_r N(pz) exp[ - z/(d cosol)] d(pz)dQ
45 ‘0

Obviously, determination of the surface concentration from the
measured Auger electron intensities requires knowledge of the
function N (fz) . Further derivation requires at this point the
discussion of the model of the surface region.

The calculations based on the regular solution model showed
that the concentration of a given element is different in the
surface region and in the bulk of metal alloys ( Williams and Na=-

son, 1974, Overbury et al., 1975, Jablofski, 1977). Also, this
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effect has been found in numerous experimental studies. Both
theory (Williams and Nason, 1974) and experiment ( McDavid and
Fain, 1975) indicate that composition may be different for each
atom layer in the surface region approaching eventually the bulk
composition. However, the largest difference in composition was
found between the first and second atom layers. The surface
region in which the concentration variation was noticeable did
not exceed 3-4 atom layers. In quantitative AES the model of the
surface region has to be considerably simplified. Two assumptions
specifying the surface region are made most frequently:
II A. Uniform composition of the surface region within the samp-
ling depth of Auger electrons.
In that case the function N (pz) has the simple form
N(pz) = N°® = const.
This model can be assumed when the extent of surface segre-
gation is close to the escape depth of Auger electrons.
II B, Uniform composition of the surface region limited to first
monolayer. Further layers have the bulk composition.
We have then

N for 0Lzt

N(pz) =

b

N for t< z

where t is the monolayer thickness,
Assumption of this model is justified when the escape depth
of Auger qlectrons is larger than the surface segregation
region.

Eq (4.16) has the following form for the model of uniform compo-

sition of the surface region
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1
: S
I, = res P,I, G(E)) [cosel dQ | N°r d (4.17)

AS2

or, for small variation in the escape angle

I, = %2— PaI, G(E,) cosdl N°r d » (4.18)

For the case of segregation limited to the first monolayer we

obtain from eq (4.16)

. ('4.19)
I, = ET- Pal, G(Eo) rd c::osc(.{Ns [1-exp(=-t/(d cosd))] +
A
+ NP exp ( - t/(d coso(.))} dQ
or
(4.20)

I, = %1% Pal, G(Eo) coso,| r d {Ns [ 1 - exp (= t/(d cosol))] +

+ NP exp (- t/(d coso(.))}

Since the number of atoms in unit volume N° can be written as
M® x° , eqs (4.17) - (4.20) relate the surface concentration x®
to the current of Auger electrons collected by the analyser. The
parameters in square brackets in eqs (4.17)-(4.20) depend on the
Auger transition chosen for analysis (P, , G(Eo)), geometry of
the experimental setup (AQ. of) . and the instrument settings
(Io‘ Eo) . The product of these parameters is practically inde-
pendent of the c‘omposition of the sample. Remaining parameters,
i.e. M, r,d, and t may in general depend on the solid compo-

sition. The knowledge of these parameters as well as their compo-

sition dependence is necessary in quantitative analysis. They can
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be considered as correcting factors. One can see that different
sampling depth of EPMA and AES resulted in different correction
procedure even if the derivation is based on the same general
formula (eqs (4.2) and (4.11)).

In the next sections we discuss the present state of art in

determining the corrections of AES,
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5. Correcting factors of quantitative Auger electron spectro-

scopy

5.1. The backscattering factor

The backscattering correction accounts for the effect of back~
scattered electrons on the Auger electron yield. This correction
was introduced to quantitative AES analysis by Bishop and Rivie-
re (1969), who were also the first to estimate its numerical
value for several elements.

Introducing eqs (4.13) and (4.14) into eq (4.15) we obtain

[~
N(pz) dp(pz) exp [~ z/(d cosal)] d (pz) dR

0
ra= ae \ (5.1)
oD

'N (pz) exp [ - z/(d cosd,)] d (pz) dQ2
2Q°0

The depth of penetration of exciting electrons at energies usual-

ly applied in AES is of the order of 1000 R, which is much greater
than the extent of surface segregation. It is then reasonable to
assume that the concentration variations of a given element in

the surface region do not affect the electron trajectories in the
solid. This is equivalent to assumption that the backscattering
factor is a bulk property (Bishop and Riviere, 1969) and is in-
dependent of the shape of function N(;)z) in the surface region.
Let the function N(pz) be constant in the layer contributing

to the Auger electron current. Eq (5.1) has then the form (Ja~

biotiski, 1979a,b, 1980a)



- 23 -

P(pz) exp [~ 2/(d cosat)] d(pz) dR
aQ 9

/ /exp [- z/(d cosa)] d(pz) dQ
AR ‘0

P(pz) exp [~ z/(d cosa.)] d (pz) dQ
AQ 0

(5.2)

pd | cosol d2
(i) 9;
Calculation of the backscattering factor from eq (5.2) requires
knowledge of function ¢ (pz) . However, eq (5.2) is considera=~
bly simplified under assumptions discussed below.
The function ¢>(p z) can be expressed by means of the angu-

lar and energy distribution of electrons in the solid, I(E,e: Pz)
E_ (T

o
I(E, 85 p2) G(E) sec © de dE

p(pz) = —= (5.3)
I, G6(E,)

Legt us assume (Jablor‘lski, 1979b, 1980a)

III A. The energy and angular distribution is not a function of

the distance §z in the surface region
1(e, 8; pz) = I(E, e) (5.4)

This is equivalent to assumption that the function dJ(J)z) does
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not vary in the region sampled by Auger electrons [cf. eq (5.3ﬂ.
From eqs (5.2), (5.3) and (5.4) we obtain

E T
1 0

I1(E, ©) G(E) sec © d6 dE (5.5)
I, 6(E))

r =

Ec 0

The backscattering factor thus defined becomes independent of

the solid angle AQR .

III B. All electrons in the surface region have constant energy

and direction
I(E, 9).= Io J(E - 50)5(9 - eo) + IB(E, e) (5,6)

where J(X) is the Dirac function, and IB(E,G) is the energy
and angular distribution of electrons leaving the solid.

Substitution of eq (5.6) into eq (5.5) gives

E Ik
1 (o]

r=1+ IB(E,OC) G(E) secol dol dE (5.7)

I_G(E))
(o] (o]
E. /0

where o = J[ - 8 ~is the escape angle.

III C. In the case of normal incidence of the primary beam the
angular distribution of the backscattered electrons is
independent of energy distribution and follows the cosine

distribution (Gallon, 1972, Gerlach and DuCharme, 1972).

Ig(E,at) = Ig(E) f(et) (5.8)
where IB(E) is energy distribution of electrons leaving the
solid, and '

f(oL) = 2 sind cosd (5.9)
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There are two ways to account for the cosine distribution
(1) Introduction of eqs (5.8) and (5.9) into eq (5.7) gives
E

2 (o]
r=1+

; Ig(E) G(E) dE (5.10)
I, G(Eo)

E
c
(ii) The cosine distribution, i.e. the function (5.9) has maxi-
mum at ol = J[/4 . One can assume that all backscattered elec-

trons leave the solid at this angle. In that case
flol) = &(ab - TT/4)

and

E
sec TI/4 °

I, G(Eo)

r=1+

Ig(E) G(E) dE (5.11)

E
c

There are some experimental proofs for the cosine distribution
of backscattered electrons (Kanter, 1957, Sommerkamp, 1970).
Also, the cosine distribution was obtained from Monte Carlo cal-
culations (Murata et al., 1971, Shimizu et al., 1971a).

Equations (5.5), (5.7), (5.10) and (5.11) are usually used in
the literature to define the backscattering factor (Bishop and
Riviere, 1969, Gallon, 1972, Meyer and Vrakking, 1972, 1974,
Palmberg, 1973, 1976, Smith and Gallon, 1974, Jablotiski, 1978).

Gergely et al. (1980a) proposed to separate the term corres-
ponding to elastically reflected electrons in the definition of
the backscattering factor, because the fraction of elastically
reflected electrdns in the total backscattered current may be
significant at low primary energies., However, at primary energies -
usually applied in AES this fraction is rather small. The contri-

bution of the elastically reflected electrons to the backscattered
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current at primary energy 2.2 keV does not exceed 2% for all
atomic numbers (Gergely et al., 1980a,b, Gergely, 1981) . This
contribution decreases rapidly with the primary energy increase

(Gergely et al., 1980b).

5.1.1. Experimental methods for determining the backscattering

factor

Much attention has been devoted to the problem of determining
the backscattering factor. The experimental methods published in
the literature will be briefly discussed in this section. The

reader is referred to original papers for details.

5.1.1.1. Method of Gallon

Gallon (1972) and Smith and Gallon (1974) proposed an experi-
mental method that makes possible the siﬁultaneous determination
of the backscattering factor and the shape of the ionization
cross-section energy dependence. The experimental data can be
obtained using a standard LEED/Auger spectrometer provided with
a retarding field analyser (section 6.1.1,.). The experiment
involves measurements of the energy distribution of backscattered
electrons at different primary energies, and the primary energy
dependence of the Auger electron current. Introducing eq (5.10)
into eq (4.17) we obtain the following integral equation

Eo

I,(Ej)/T, =D G(E ) + 2 [15(E; Ej)/1 0 G(E) dE (5.12)

where the constant

1 8
D———PANd cos o dsR
47
AQ
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is independent of the primary energy.

The notation I,(E) and IG(E; E ) means that the Auger elec-
tron current and the energy distribution are functions of the
primary energy. Solving the integral equation (5.12) will pro-
vide the function D 6(E°) . The backscattering factor can be

calculated from eq (5.12) written in the formA

r= [1,(E, )/1,]/0 6(E,) (5.13)

The results obtained from Gallon's method were shown to be
affected by the use of the simplified definition of the back-
scattering factor in derivation of the integral equation (5.12)
(Jabtofiski and Hartweck, 1981). In the case of Auger transitions
following the ionization of the L3 shell the error in the ioniza-
tion cross-section and the backscattering factor reaches 10% and
4%, respectively (Jablofiski and Hartweck, 1981). Larger errors

are probable for Auger transitions involving higher shells.

5.1.1.2. Method of Gerlach and DuCharme

Gerlach and DuCharme (1972) assumed that the backscattered
electron energy distribution is uniform in the range Ec EKL Eoe

In that case

| IB(E) = I_/(E, - Ec) (5.14)

where I, 1is the current of backscattered electrons with energy

higher than E_ .

Introducing eq (5.14) into defining formula (5.10) we obtain
r=2p[6(E)/ 6(EY] (5.15)

where
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o

G6(E) dE

E(E)a
° EO-ECE

c

and Pe = Is/Io is the fraction of primary current backscat-
tered with energy exceeding E_ . The function a?Eo)/ 6(Eo)
can be calculated using semiempirical or theoretical expressions
for ionization cross-sections ( Powell, 1976). The Gerlach and
DuCharme method is probably less accurate than Gallon’'s method

due to simplification of the energy distribution.

5.1.1.3. Method of Goto et al.

The method of Goto et al. (1975) requires simultaneous deter-
mination of the Auger electron current I and the reflection
coefficient h . i.e. the fraction of primary current reflected
with energy exceeding 50 eV. The element under investigation is
evaporated on a substrate of considerably larger atomic number.
The Auger electron current is then plotted against the reflection
coefficient at different thicknesses of the overlayer. As the
oVerlayar thickness increases, the Auger electron current, after
passing a maximum, decreases roughly linearly down to the bulk
value (fig. 1). The authors postulated that the linear part of
the plot extrapolated to ) = O should give the Auger electron
current produced only by primary electrons. The ratio of the
Auger electron current from the bulk of overlayer material to the
extrapolated value of the current gives the backscattering factor.

The accuracy of the method of Goto et al. is difficul} to
estimate. It seems that better results would be obtained if the

value of Auger electron current were plotted against the fraction

of primary current backscattered with energy exceeding the
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ionization energy, i.e. against the fraction effective in pro-

ducing ionizations.

5.1.1.4. Method of Meyer and Vrakking

- In principle, the backscattering factor can be determined di=-
rectly from eq (4.17) provided all the remaining parameters are
known. This approach was proposed by Meyer and Vrakking (1972)
and Vrakking and Meyer (1975).

Experiment involves measurements of the absolute Auger elec-
tron current, the primary current, and the surface concentration
of a given element. The method of Meyer and Vrakking is subject
to large systematic and experimental errors, since the absolute
values of all parameters are required. Some of them are known with
limited accuracy, e.g. the error in the value of G(E) reaches

15%.

5.,1.2. Theoretical methods for determining the backscattering

factor

' The theoretical determination of the backscattering factor re-
quires knowledge of the ionization cross-section energy dependence
and the angular and energy distribution of backscattered electrons
[cf. egs (5.7), (5.10), (5.11)]. The theoretical approach to the
problem is based on calculation of both functions using existing
theoretical or semiempirical methods., As follows from eqs (5.7),
(5.10) and (5.11), the absolute value of the ionization cross-sec-
tion is not necessary in calculations of the backscattering factor.
It is sufficient to use the relative values, i.e. the values nor-

malized with respect to the maximum value, so only the shape of

the energy dependence is important. The experimental data indicate
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that the dependence of the ionization cross-section on the re-
duced energy, U, = Eo/Ec ., has a similar shape for ionization

of K, Ly, and M, shells (Glupe and Mehlhorn, 1967, 1971, Meyer
and Vrakking, 1973, Vrakking ahd Meyer, 1973, 1975). The experi-
mental data also compare well with the theoretical and semiempi-
rical expressions describing the ionization cross-section energy
dependence ( Powell, 1976). The Gryzitski (1965) theoretical for-
mula was used in calculations of the backscattering factor de-

scribed below.

5.1.,2.1. Method based on Everhart's theory

The semiempirical approach of Everhart makes possible the cal-
culation of the angular and energy distribution of electrons
backscattered from low atomic number materials (z <40 - 45)
(Everhart, 1960, Archard, 1961). The energy spectra resulting
from the theory are found to be in reasonable agreement with the
experimental data (McAfee, 1976, Iafrate et al., 1976)., Everhart’s
theory is based on the following assumptions:

(1) Electrons passing through the solid undergo a continuous
energy loss, which is a function of the distance traversed.

(i1) An electron changes its direction as a result of scattering
by a Coulomb field of bare nucleus. |

(iii) Electrons scattered through an angle less than TJ[/2 are
treated as if they are not scattered at all, Those scat-
tered through an angle greater than J7/2 are leaving the
target.

If the Thomson-Whiddington law is used to express the continuous

energy loss, the angular and energy distribution of backscattered

electrons has the form (Jabiotiski, 1978)
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IB(E,oL) =

(5.16)

4 alE ( cos ol >a-—1 sinol cos ol
e 1 - w

E% 1 + cosol (1 + cos o )°

where w = 1 - (E/Eo)2 and a = 0.045 Z ., Substituting eq (5.16)

into eq (5.7) we obtain the following expressioﬁ (Jabtonski,1978)

U
4a o
r =1 + 6-%-—5-(—6-;—)' U G(U) @(a, w) du (5.17)
1
where
w(a + 1) =1 - (1 = w2)? [w(a/2 + 1) - 1]
d(a, w) = ‘

w?a(a + 1)

The integral in the right-hand side of eq (5.17) is easily cal-

culated using the Gaussian quadrature method.

5.1.2.2. The Monte Carlo method

The Monte Carlo method was widely used to simulate the scat-
tering of kilovolt electrons in solid targets ( Green, 1963, Bi-
shop, 1965, 1967, Reimer, 1968, Murata et al., 1971, 1972, Shi-
mizu and Murata, 1971, Shimizu et al,, 1972a,b, 1975, 1976, Ma-
tsukawa et al., 1973, Murata, 1974, 1976, Jablorski, 1979a,1980a,
Shimizu and Ichimura, 1981). This method has also been proved to
be a useful tool in calculations of the backscattering factor
(Bishop and Riviére, 1969, Kirschner, 1977, E1 Gomati et al.,
1979, Jabioriski, 1979a, 1980a, Shimizu and Ichimura, 1981). The
Monte Carlo :- ..~ approach involves generating a number of indi-
vidual electron trajectories consisting of linear steps, at the
end of which the energy and the direction of an electron are sud-

denly changed. Several Monte Carlo schemes published so far differ
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in calculation of the basic factors of electron trajectory, i.e.
in calculation of the scattering angle, the step length and the
electron energy loss along the trajectory. The schemes can be
roughly divided into two groups: the multiple scattering schemes
(Green, 1963, Bishop, 1965, 1967, Shimizu and Murata, 1971, Shi-
mizu et al., 1972a,b) and the single scattering schemes (Reimer,
1968, Murata et al., 1971, 1972, Matsukawa et al,, 1973, Murata,
1974, 1976, Shimizu et al., 1975, 1976, Shimizu and Ichimura,
1981). In the multiple scattering scheme one step summarizes the
effect of a considerable number of elastic collisions, while in
the case of the single scattering scheme one scattering event
takes place in one step. The latter scheme provides an electron
trajectory closer to the real one and is thus considered to be
more accurate ( Murata et al., 1972, Matsukawa et al.,, 1973). On
the other hand it requires much more computer time (Shimizu et
al., 1972a,b). The main features of the single scattering scheme
for an elemental solid are briefly sketched below. The electron
scattering is usually described by the screened Rutherford cross-
section
d 6(e) 2z%&* 1

df? =;2;-§ (1-c<>se-|—2/3.)ﬁ.2

(5.18)

where p and v is momentum and velocity of an electron, re=-

spectively,

1 3 | 2
A = -;-[;A(ﬁ/p) (z1/ /0.885a )]

and M is the screening parameter (Jablofiski, 1981a). The step

length’ is calculated from the formula

s = 1/(N G't) (5.19)
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where 6t is the total scattering cross-section.

The energy loss is given by the Bethe stopping-power formula

dE 2TTe*N z  1.166 E
— R e ln (5020)
dx E J

where J 1is the mean excitation energy.
This Monte Carlo algorithm was extensively used by Murata et al.
(1971, 1972), Murata (1974, 1976) and Matsukawa et al. (1973) in
calculations associated with electron probe microanalysis.

The single scattering Monte Carlo scheme makes possible calcu-
lations of the backscattering factor from the general formula
(5.2). For the case of the cylindrical mirror analyser this for-

mula may be transformed into (Jablofiski, 1979a, 1980a)

. . n [& (5.21)
T = 1im —— Gl[E(x)] exp [ =z.(x)/(d cos ¢.)]d
’ d cos oLy G(Eo) nir:e n izi o [ )] P 1(%) 1)] )

where n is the number of trajectories, o= 42.,3° is the ac-
ceptance angle of CMA, [i is the length of i~th trajectory and

zi(x) is the dependence of the distance 2z on the distance x
| measured along the i-th trajectory. Eq (5.10) may also be used

in calculations; it can be written in the form (Jablofiski, 1979a,

1980a )
n
B
2 1
it gy e 2 S (5.22)

where ng 1is the number of backscattered electrons and EJ is
energy of j-th backscattered electron. It turned out that it is
necessary to generate about 10000-30000 trajectories to obtain

accuracy of 1% (Jablofiski, 1979a, 1980a).



The introduced single scattering Monte Carlo algorithm was
estimated by Murata et al. (1971) and Murata (1974) to be valid
for electron energies exceeding 500 eV. Thus it can be applied
only to Auger'transitions involving ionization energy higher than

this value.

5.1.3. Compilation of the values of the backscattering factor

In general, the value of the backscattering factor is charac-
teristic for the incident electron energy and a given Auger elec~
tron transition. However, as it will be shown below, the values
of r for different Auger transitions in a given element at a
given reduced energy are considered to be the same even if ioni-
zation energies corresponding to these transitions differ consie«- ‘
derably.

Almost all theoretical and semiempirical expressions describ-
ing the ionization cross-section can be written in the form

(Powell, 1976)
S(E)Ei = const « g(U)

where g(U) is a function of reduced energy.
On the other hand, the fractional energy distribution of back-
scattered electrons, Ié(w) = Ié(E/EO), is practically indepen-
dent of the incident glectron energy. Sternglass (1954) found
this to be true in the energy range from 400 eV to 2000-3000 eV
for carbon, iron, tantalum and platinum., For such an energy range
the defining formula (5.10) transforms into (Jaboriski, 1979a,b)
1

I'(w) g(wu ) dw (5.23)
1/u,

2
r=1+

I,9(u,)
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Thus, the backscattering factor is a function of the reduced
energy only. Eq (5.23) justifies plotting the values of the back-
scattering factor against the reduced energy.

Experimental data on the backscattering factor are rather li-
mited at the moment. They are listed in table 1. These data indi-~
cate that the backscattering factor increases with the reduced
energy and the atomic number of -element. There is substantial
discrepancy between results of different authors (e.g. silicon).
This can be due to systematic and experimental errors which are
different for different experimental methods. The method of Gal=-
lon is probably most accurate since it does not involve additio-
nal simplifying assumptions or postulates.

Values of the backscattering factor calculated from method
based on Everhart’s theory are listed in table 2. The calculated
values are found to be in reasonable agreement with the experi-
mental data for beryllium, carbon, and silicon (fig. 2). They
also well compare with values of Bishop and Riviere (1969)
obtained from Monte Carlo calculations (fig. 3).

At present, among theoretical methods, the Monte Carlo method
seems to be most accurate, because it is based on more realistic
scattering law and energy loss law than Everhart’s theory, and
accounts for multiple scattering of electrons in solid. The
single scattering Monte Carlo algorithm has been used in calcula-
tions of the reflection coefficient and the angular and energy
distribution of backscattered electrons for elements with atomic
number up to Z = 82 providing fair agreement with experimental
~data (Murata et al., 1971, 1972, Matsukawa et al., 1973, Murata,
1974, 1976). However, this method can be recommended in calcula=-

tions of r for Auger transitions involving rather high ioniza-



Table 1. Compilation of the experimental values of the backscattering factor [table taken from

Element | Atomic
number
-------- e o e = -
1 2
Be 4
c 6
8i 14
Si 14

O I - D G5 G S e S D G G S S

Jablofisk

i (1979b)].

Auger electron FPrimary Reduced | Experimental
enargya energy | energy method
eV eV
e —e—————— i e ———— I
3 A s 6 e
104 800 Goto et al,
1000
1500
2000
272 i 2 Gallon
3
4
5
120 - 510 3.33=10 | Meyer
C, N, O, P, 5§, Cl Vrakking
on Si single
crystals
510 1.88 Meyer
O on Si (100) 2.82 | Vrakking
4,69
152 4,55
S on Si (100) 12,20 1

factor

i+ 1+ 1+ |+ |+
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Backscattering

References

Smith and
Gallon, 1974

Meyer and
Vrakking,
1972

Vrakking
and Meyer,
1975

]
|
]
1
1
1
1
!
1
1
1
1
1
1
1
L
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Table 1. Continued (i)
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92 -3 Gallon 1.32b Smith and
4 1.38° Gallon, 1974
5 1.42P
6 1.47°
7 1.51P
8 1.55°
9 1.58°
10 1.60°
120 - 510 3.33-10 | Meyer 1.3 + 0.1 Meyer and
c, N, O, P, 5, C1 Vrakking Vrakking,
on Ge single 1972
Lcrystals I R R R ]
99 2 Gallon 1.27b Smith and
3 1.38° Gallon, 1974
4 1.46°
5 1.53°
6 1.59°
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Tablé 1. Continued (ii)
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4
5
64 138 3
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Table 1. Continued (iii)

7 8
————————————— - ) Gy S -
1.94 + 0.08 Shaw and
Fain, 1977

n———é—--——-—gu-—-r— ------- § ------- _j----é---_----?_--,—. ——————— §—-———-
Au 79 69 2000 Gallon
oy o e wp an an an = wel o an an ep an ep an an e a2 on an E D -GS o = G ED =S Gy En - e [ R p— o vy e . - lon an an w3 = Sn -y e - - o wn an

a Energies reported in Palmberg et al. (1972).

- b Values taken from the plot.
¢ scaled using the ionization energy of Ny 5 shell, i.e. 352 eV,
’ .

9 The relation between the parameter ¥ of Gerlach and DuCharme

and r given by eq (5.10) has the form: r =1 + 2 Ty -



Table 2, Values of the backscattering factor calculated from the method

2.5

based on Everhart’s theory of electron backscattering [eq (5.17”.
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Fig. 2. The reduced -energy dependence of the backscattering factor for beryllium, carbon and
silicon; Solid line: values calculated from the method based on Everhart s theory:
circles: experimental values of Smith and Gallon (1974); triangles: experimental va-
lues of Goto et al, (1975) [figure taken from Jabloniski (1979b)].
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Fig. 3. The reduced energy dependence of the backscattering factor for carbon, aluminium, tita=
nium and copper. Solid line: values calculated from the method based on Everhart's the=-
ory; dashed line: multiple scattering Monte Carlo calculations of Bishop and Riviere
(1969) [figure taken from Jabofiski (1978)].



tion energy, in excess of 500-1000 eV, because the Monte Carlo
algorithm is not valid in the range of low electron energies.
Using the Monte Carlo method it is possible to estimate the ef-
fect of simplifying assumptions III A-III C on the value of the
backscattering factor. It is sufficient to compare values r and
r, calculated from eqs (5.21) and (5.22). In fact, such calcula-
tion has been made for KLL and L3MM Auger transitions ( Jabionski,
1979a, 1980a). Results are shown in tables 3 and 4. In can be
seen that the values of the backscattering factors, resulting
from defining formulas (5.2) and (5.10), coincide at sufficiently
high primary energies. They start to diverge substantially at
reduced energies below 1.5 -~ 2 in the case of KLL Auger transi-

tions, and at primary energies below 4000-5000 eV in the case of

L3MM Auger transitions.

5.1.4. The relation between the backscattering factor in AES

and the function ¢(0) in EPMA

Due to small sampling depth of Auger electron spectroscopy as
compared with electron probe microanalysis, the formalism of AES
should be identical with the "thin film model" of EPMA (section
4). Indeed, remembering that /%X = ucosecy and M = 1/(pd)
we can see that eqs (4.8) and (4.18) are equivalent if @(0) = r
(Jabohski, 1980b). In fact, the equation defining the function
®(0) (Bishop, 1968, Ruste and Gantois, 1975) is identical with
eq (5.11) although they refer to different primary energies, 10 -
30 keV in the case of EPMA and 1 - 10 keV in the case of AES.
Inasmuch as the backscattering factor can be scaled over wide
range of primary ehergies [cf. eq (5.23)] there is a possibility

of using the published expressions for the function @(0) 1in



Table 3, The values of the backscattering factors r

o

and F

calculated for KLL Auger transi-

tions in carbon, magnesium, aluminum and silicon [table taken from Jablofiski (1979a)].

1,033+.002
1,104+ ,005
1.134+,007
1.152+.008
1.169+.008
1.178+,009
1.186+ .009
1.191+.010
1.193+.,008
1.195+.008
1.199+.009

1,014+ .003
1.116+.006
1,143+ ,008
1,153+ ,009
1.166+.,010
1.172+,011
1,183+,013
1.179+.,013
1.190+.012
1.182+.,011
1.184+,011

1,003+ .,001
1.037+.003
1.075+ ,004
1,103+ .005
1.127+.006
1.157+.006
1.171+.006
1.188+,006
1.199+.006

- - - - - . - - - -

Magnesium

- »909+.001

1,029+ .003
1,079+ .005
1.099+ ,006
1.1264+.,008
1.1564+.008
1.163+,007
1,482+ .008
1.192+.008

Aluminum

1,015+ .002
1.053+,003
1.085+ .004
1.111+.005
1.137+ ,006
1.155+.005
1.176+ .006
1.187+.006

-y e e S w»

9784+ .002
1.053%+ .004
1,091+ .006
1.115+.007
1.144+,008
1.155+,006
1.174+ .007
1.185+.008

- e e D D S D D Gy S G G G S G e e ey

Silicon

1,0012+.003
1,030+ .002
1.061+,004
1.094+ .004
1.121+,005
1,142+ ,005
1.163+.005
1.184+ .006

SRR L R P R Y R T

.8512+ ,0003

1.016+.003
1.060+.004
1.097+.006
1.119+.007
1.140+.,006
1.162+,007
1.181+.007




' Table 4. The values of the backscattering factors o

5000

L MM Auger transitions in: (a) venadiunm,

(b) iron, cobalt and nickel; (c) copper,

taken from Jabtoriski (1980a)].

1.581.015
1.637+.,016
1.661+.017
1.711+.019
1.720+ ,020

Vanadium

1.668+ .020
1.683+.022
1.657+ .,022
1.692+ ,025
1.661+ .026

(a)

s e e At a0 e e S G S e G0 En En s En i an Sn an o T an Al SR G Gk an AR G0 S0 R v En GD GD G0 G0 Gn AR G = GD = o 8

Chromium
o r
1.580+.014 1,687+.020
1 .643:.016 1 .720'1.022
1.670+,017 1,705+.023
1 .6971.018 1 .7071.026
1.731+.019 1.702+.026

and r

Manganese
e m—— e
o r
1.581+.014 1.7164+.020
1,636+.015 1,704+.021
1.676+.017 1.704%.024
1.709+.018 1.709+.,025
1.743+.019 1.708+.026

calculated for
chromium end manganese;

zinc and germanium [ table

[ S S D G G s S . G G S0 T G D D D D D G D e S - - - -~ - - e D R e qr---- --------- -

-gv—



Table 4, Continued (i)

........ e e e e e 0 S S S A e B e o
Iron Cobalt Nickel
Bo [m-——--- TTEmETET I R T CoTTTTTET T T ot
o r o r Mo r

3000 | 1.577+.014 1.718+,019 | 1,553+.013 1,748+.,020 | 1.562+.013 1,762+.,019
4000 1.631+.015 1.737+.021 | 1.639+.015 1.754+.021 | 1.626+.014 1.762+.021
5000 1.679+.016 1.745%.023 | 1.674+.016 1.749+.022 | 1.665+,015 1.744+.022
7000 1.722+ .018 1.738+.025 | 1.726+.017 1.743+.024 | 1.719+.017 1.735+.023
10000 1.760+.019 1.735+.025 | 1.761+.019 1.760+.027 | 1.766+.018 1 «740+ .,025




" ‘Table 4. Continued (11)

Copper Zinc
I"o r l"o r
1.541+.013 1.747+.018 | 1.532+.012 1.722+.018
1.632+.014 1.781+.021 | 1.624+.014 1,756+ .020
1.668+.015 1.752+.021 | 1.662+.,015 1,743+,021
1.734+.,017 1.778+.024 | 1,725+.016 1.745+.,022
1.789+.018 1.781+.025 | 1,770+.018 1.747+.024
------- e T T T L T T L Ty T Ry P p——

Germanium
ro r
1.4961.012 1,6631.016
1.5721.013 1.688+.018
1.648+.014 1.7251.020
1.721+.016 1,755+.023
1.784+ .017 1.777+.024
----------------------- wl
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quantitative AES., A question arises: what errors are committed
in such a case?
Two analytical expressions for the function @(0) are used

in EPMA: the formula of Reuter (1972)
$(0) =1+ 2.8 (1 =~ 0.9/U,)p (5.24)
and the formula of Love et al. (1978b)
®(0) =1+ [p/p + 1)] [T(U,) + G(U ) 1In (21 + p)] (5.25)

where I(Uo) and G(Uo) are polynomials of 1/U

I(Uo) = 3.43378 =~ 10.78720/Uo + 10.97628/U§ - 3.62286/Ui ’
G(Uo) = =0,59299 + 21.55329/Uo - 30.55248/U% + 9.59218/U2 .

Numerous experimental data on the reflection coefficient 2. have
been published in the literature (Sternglass, 1954, Weinryb and
Philibert, 1964, Bishop, 1966, Wittry, 1966, Heinrich, 1966,
Colby et al., 1967, Drescher et al.,, 1970, Darlington and Coss-
lett, 1972, Hunger and Kiuchler, 1979). Also, several analytical
formulas were published expressing f in terms of the atomic
number of solid (Reuter, 1972, Love and Scott, 1978, Hunger and
Klichler, 1979). In the following analysis the Reuter (1972) ex-
pression was used

2

7 53

h = -0,0254 + 0.016 Z - 0.000186 Z“ + 8,3 - 10° " Z

Let us compare the analytical formulas for the surface ioniza-
tion function ¢(0) with the experimental and theoretical data
on the backscattering factor. We will limit the analysis to the
data that are most accurate and numerous. For this reason we will

use the values of the backscattering factor from four different



sources: the experimental data of Smith and Gallon (1974), Monte
Carlo calculations of Bishop and Riviere (1969), Monte Carlo cal-
culations for KLL Auger transitions ( Jabtohski, 1979a) and Monte
Carlo calculations for LyMM transitions (Jabtonski, 1980a). Fig.
4 compares the experimental data of Smith and Gallon (1974) with
the functions #(0) . Let us choose the relative difference

100(r - ¢(0))/r as a measure of deviation of ¢(0) from r .,
The histograms of such relative differences are shown in figs.

5 - 8, The standard deviations on the values of the relative dif-
ference for all the data considered are listed in table 5. Since
the standard deviation is a measure of thé scatter in values of
the relative differences, the function ¢@(0) of Love et al.
(1978b) seems to be generally in better agreement with values of
r than the function @(0) of Reuter (1972).

The quantitative Auger electron spectroscopy involves the
ratios of the backscattering factor rather than the absolute
values (cf. section 6.3). Let us consider the diluted binary al-
loy. Comparison of the Auger electron current from the diluted
component with the current from the pure diluent (standard) in-
volves knowledge of the ratio of backscattering factors for pure
components, both taken at the same reduced energy. Similarly as
above, let us choose the relative difference 100(S - F)/S as a
measure of the deviation of the ratio F = ¢vg_(0)/¢)i(0) from
the ratio S = ri/ri . The histograms of the relative differences
between the ratios of the Smith and Gallon data and the ratios of
functions $(0) are shown in fig. 9. The standard deviations
corresponding to such histograms are listed in table 5.

Two conclusions result from the table 5. The expression of
Love et al, (1978b) better compares with the theoretical and expe=-

rimental values of the backscattering factor in practically all



Backscattering factor, r

Surface ionization function, ¢ (0)

I00 0 20 60 100
Atomic number, Z

Fig. 4. Comparison of the experimental data on the backscattering factor with functions

Solid line: function @(0) of Love et al. (1978b); dashed line: function
Reuter (1972); circles: experimental values of Smith and Gallon (1974).
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cases considered. It is possible that the Reuter expression is
less accurate than the expression of Love et al. In fact, a num=-
ber of objections were risen against the experimental method of
Reuter (Love et al., 1978b). Secondly, the values of r obtained
from Monte Carlo calculations are generally in better agreement
with both functions ¢@(0) than the experimental values. This
stems from the fact that the experimental data of Smith and Gal-
lon (1974) were determined at lower energies (300-1500 eV) than
| the calculated values (1000-10000 eV ), thus the latter being
closer in energy to EPMA, The severe differences between func-
tions ¢(0) and r at low primary energies can be caused by
the strong dependence of the reflection coefficient p on the
primary energy in the range below ~3000 eV (Darlington and Coss-
lett, 1972), The reflection coefficient becomes practically in-
dependent of Eo above 5000 eV (Darlington and Cosslett, 1972).
The application of primary energies in AES higher than 5000 eV
also has another advantage. The backscattering factor r result-
ing from the usual definition [eq(S.iO)]represents in that case
the true enhancement of the Auger electron yield due to backscat-
tering (Jablonski, 1979a, 1980a).

The backscattering factor R in the ZAF formalism of EPMA is
defined similarly as this factor in AES (Bishop, 1968). It is a
ratio of the number of ionizations produced in the whole solid to
the number of ionizations that would be produced in the case of
no backscattering. The similar definition of the backscattering
factor in AES involves only the region sampled by Auger electrons.
However, the numerical values of R and r differ significantly.
R is always smaller than unity, and its value decreases with

primary energy increase (Bishop, 1968, Love et al., 1978a), in
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contrast with the backscattering factor in AES, For this reason

the values of R cannot be used in quantitative AES analysis.

5.1.5. The effect of the Coster-Kronig transitions on the value

of the backscattering factor

It follows from eqgs (5.24) and (5.25) that the function <b(0)
(or the backscattering factor in AES ) can be related to the ref=-
~ lection coefficient. Several ofher relations of this kind were
published in the literature (Janssen et al., 1977, Jabloriski,
1979b). In all these relations the backscattering factor was ex-
pressed in terms of the reflection coefficient and the reduced
energy, Uo = Eo/Ec . It is pertinentAat this point to discuss
the effect of the so~-called Coster-Kronig transitions on the
value of the backscattering factor since these transitions can
introduce an uncertainity in determining the reduced energy.,

One of the radiationless processes that follow the ionization
of the atom are the transitions that move the vacancy from one
subshell to another within the same shell, The freed energy may
be taken by an outer electron and an atom becomes doubly ionized.
Such processes are called the Coster-Kronig transitions. They may
be denoted as of the XXY type. The Coster-Kronig transitions are
much faster than Auger transitions and take place in certain re-
gions of atomic numbers., These regions are tabulated by Sevier
(1972a),. Let us consider the L shell as an example. All three
subshells, L1, Ly and L3, are ionized in some specific rétio. The
vacancies originally created in L1 and L, subshells can move to

L3 shell with certain probability before the L_MM Auger transi-

3
tion takes place. The Coster-Kronig probabilities were compiled

by Fink et al. (1966). Two effects are caused by the Coster~



-Kronig tfansitions

(i) The relative Auger electron intensities within L shell
are changed.

(ii) The'LSMM Auger electron intensity has contributions due to
ionization of L, and L, subshells.

We should ascribe to a given Auger transition the ionization of

such subshell which contributes predominantly to the observed

~ Auger electron yield. The subshells may differ considerably in

ionization energy. Let us consider the N shell in gold. The

pronounced Auger transition at 69 eV is usually assigned the

N,O, g0, 5 subshells (Smith and Gallon, 1974, Wood and Wise,

1975, Jabionfski et al., 1977) since the ionization energy of N,

subshell is equal to 84.1 eV, However, Smith and Gallon (1974)

found that the reduced energy dependence of the ionization cross-

-gsection is closer to theoretical prediction when the reduced

energy is scaled with respect to the ionization energy of the N

4
subshell, i.e. 352 eV. The significant contribution of N

4,5
subshell ionization to the intensity of 69 eV gold peak has also
been postulated by Holloway (1976). Fortunately, the quantitative
AES involves ratios of backscattering factors, and these ratios
are rather weak functions of the reduced energy. We shall demon-
strate the effect of variations in the value of the ionization
energy on the ratio of backscattering factors for 69 eV transi-
tion in gold., Let us consider the ratio of the backscattering
factors for a diluted gold alloy and for the pure gold, and let
us use in calculations the function ¢@(0) of Love et al.(1978b).
Results for the AuNi and AuPd binary alloys are shown in table 6,

One can see that the change of the ionization energy from 84.1 eV

to 352 eV affects the ratio ri/ri in a minor degree,



Table 6. The values of the ratio of backscattering factors,

2000
3000
4000
5000

ri/ri . for 69 eV Auger transition in gold.

0.8182
0.8330
0.8425
0.8460
0.8478
0.8488
0.8496
0.8501

0.8541
0.8045
0.8171
0.8265
0.8322
0.8360
0.8386
0.8405

0.9348
0.9354
0.9359
0.9362

0.9290
0.9075
0.9164
0.9222
0.9256
0.9278
0.9294
0.9305
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5.1.6. The dependence of the backscattering factor on the

composition of solids

One can expect that the backscattering factor in AES for a
given Auger transitions is a function of the bulk composition of
solids. The reflection coefficient, being related to the back=-
scattering factor, was found to vary with composition; almost
linear dependence on the mass fraction was observed for the AuCu
. alloy (Bishop, 1966, Murata et al., 1972). The energy distribu-
tion of backscattered electrons also depends on the composition
of solids (Matsukawa et al., 1973). It has been postulated in
several papers that the backscattering factor is a monotonic
function of the binary alloy composition, increasing from the
component with lower atomic number to component with higher ato-
mic number (Jabiotiski et al., 1977, Kuijers et al., 1978). Quan=-
titative AES requires the actual concentration dependence of r .
Unfortunately, there are only few experimental data on the back~
scattering factor for alloys. Shaw and Fain (1977) determined the
backscattering factor for the 69 eV gold transition in CuzAu
alloy. The authors used the experimental method of Gallon. They
found, rather unexpectedly, that the backscattering factor, equal
to 1.94 + 0.08, is the same as in the case of pure gold. The mo-
notonic dependence of r on concentration was confirmed experi-
mentally by Berndt et al. (1980) for CuPd alloy.

The backscattering factor for low atomic number binary alloys
was estimated on the basis of Everhart’s theory (Jablotfiski,1978).
Itvhas been shown that the backscattering factor can be calculated

from eq (5.17) with parameter a given by

Ai Z X +
a = 0,045

A
.'1_.‘1 4 (5.26)
Ai Xi + AJ XJ
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The concentration dependence of the backscattering factor was
calculated for L.MM Auger transitions in a number of alloys

using the single scattering Monte Carlo algorithm (Jabloniski,
1980a ). The Monte Carlo calculations, as well as the method based
on Everhart’s tHeory, indicate that the backscattering factor is
a linear function of concentration when plotted against the mass:
fraction of a given component (figs 10 and 11). Fig. 10 compares
the concentration dependence of the backscattering factor
obtained from both theoretical approaches. The Everhart’s theory
provides the values of .r larger by 10-20¥% than the values of

Fo This may be due to the fact that the angular distribution of
backscattered electrons resulting from Everhart’s theory over=-
estimates the contribution of electrons backscattered at large
escape angles as compared with the cosine distribution (Murata,
1976). Fig. 11 shows the effect of alloying on the backscattering
factor for the LSMM transition of Ni in AuNi, CuNi and NiPd

binary alloys.,

5.1.7. Conclusions

In summary, the present compilation shows that much more expe-~
riméntal and theoretical work is still necessary to attain better
accuracy in determining the backscattering factor. Although a
knowledge of backscattering effects is vital in quantitative AES
analysis, eépecially when components of the sample differ signi=-
ficantly in atomic number, the existing experimental or theoreti=-
cal data are insufficient to recommend an accurate and universal
method for determining the backscattering correction. As follows
from the brief survey of experimental methods, the Gallon method

seems to be most reliable in providing the values of the back~
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Fig. 10, Concentration dependence of the backscattering
factor for the LzMM Auger transition of nickel
in NiPd binary alloy. Dot-dash line: the back-
scattering factor calculated on the basis of
Everhart’s theory [eqs (5.17) and (5.26));solid
line: the backscattering factor T calculated
from eq (5.21); dashed line: the backscattering
factor r_ calculated from eq (5.22) [figure
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taken from Jablofiski (1980a)].
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scattering factor © calculated from eq (5.21):
dashed line: the backscattering factor r, calcula-
ted from eq (5.22) [figure taken from Jabkofiski
(1980a)] .



scattering factor. The single scattering Monte Carlo scheme is
recommended for calculations of r in the case of high energy
Auger transitions, involving the ionization energy in excess of
500-1000 eV, The backscattering factor can be also calculated
from the expressions providing the function ¢(0) in electron
probe microanalysis. Deviations of the values ¢@(0) from the
experimental and theoretiéal’data on r reach 15%.

In the present compilation the dependence of the backscatter-
ing factor on the angle of incidence of the primary beam has not
been discussed. An interested reader is referred to the litera-
ture (Vrakking and Meyer, 1975, Jablotiski, 1979a, Shimizu and
Ichimura, 1981).

5.2, The inelastic mean free path

The next correcting factor in eqgs (4.17) ~ (4.20) is the in-
elastic mean free path of electrons in the solid. This parameter
can be considered as a mean value of distances / travelled by
an electron with a given energy between inelastic collisions. The
energy loss process is in reality the Poisson process (Shimizu et
al., 1976), so the distances between inelastic collisions should

follow the exponential distribution

f(L) = (1/d) exp (= £/d)
Hence

[~ )

E(L) = (£7d) exp (~ 4/d) df = d
0

The following processes may decrease the electron energy in the

solid (Ritchie et al., 1969 ).
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(1) 1Interaction with the solid lqtficé.
(ii) Collision with an electron in the conduction band.

(iii) Excitation of the volume plasmon.

(iv) Excitation of the surface plasmon.

(v) Excitation of the core level electrons.

Each of the above processes has certain energy loss cross section
(per one atom of solid). The total inelastic excitation cross

section is given by

6 = Z Ok (5.27)
K

where summation is extended over all energy loss processes.
Since the inelastic mean free path for a particular excitation is

related to the cross section by
di = /(N Gyy)

we obtain for the total inelastic mean free path (Koval et al.,

1978 )

1/d = Z 1/4 () (5.28)
k

In the next sections we will discuss the methods for determining

the values of d .

5.2.1. The experimental values of the inelastic mean free path

Besides quantitative AES, the values of the inelastic mean
free path are also of interest to other electron spectroscopies,
e.g. XPS or UPS. For this reason much attention has been paid to

the problem of determining the values of d , The experimental
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techniques for determining the inelastic mean free path were
briefly reviewed by Powell (1974). The overlayer technique seems
to be applied most frequently. This technique consists in evapo~
rating the material under investigation on the substrate and in
measuring the dependence of the Auger electron intensity (or
photoelectron intensity ) on the overlayer thickness. The system
for investigation and the evaporation conditions should be
selected such that the overlayer material does not agglomerate
or diffuse into a substrate. The other experimental problem in=-
herent in this technique is the reliable determination of the
overlayer thickness, Suppose that the uniform overlayer "i" is
evaporated on the substrate "j", both materials with similar
backscattering properties. In that case the Auger electron inten-
sity from substrate is proportional to exp (- T/d? cos o/ ) ,where
T is the overlayer thickness [cf. eq (4.20)]. Similarly, the
Auger electron intensity from overlayer is proportional to

1~ exp (- T/di cosol) . Thus, determination of the mean free
paths d; and di in the considered case is a simple matter.
However, the substantial difference in backscattering from sub~-
strate and overlayer results in more complicated dependence of
the Auger electron intensity on the overlayer thickness ( Tarng
and Wehner, 1973, Tokutaka et al., 1977).

The experimental data on the inelastic mean free paths in
electron energy range of interest for Auger electron spectroscopy
have been compiled by several authors (Lindau and Spicer, 1974,
Brundle, 1974, Powell, 1974, Seah and Dench, 1979). It turned out
that the inelastic mean free path was dependent primarily on the
electron energy. The mean free bath has minimum value at electron

energy around 100 eV and then increases with energy roughly as
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square root. The dependence on the atomic number is not signifi-
cant, and in earlier papers it was neglected. The existence of
the universal curve has been postulated, i.e. the dependence of
the mean free path on the electron energy only ( Palmberg, 1973,
Chang, &974. 1975, Ertl and Klppers, 1974a). Chang (1975) pro-

posed a simple expression for the mean free path,

d = 0.2 gl/2 monolayers (E in eV) (5.29 a)

which was fitted to the high energy part of the universal curve,
i,e. it is valid for electron energies exceeding 100 eV, Similar

expression has been postulated by Pons et al. (1977b)

d = 0.44 EV/2 8 (E in eVv) (5.29 b)

A comprehensive bibliography on the inelastic mean free path
of electron in solid has been recently published by Seah and
Dench (1979). The authors compiled nearly 350 experimental values
of d 1in the energy range between O and 10 keV. They fitted the
following relation to the experimental data

A

d = —= + B8 EV?
2

and then looked for a correlation between the deviation of the
eiperimental values from the curve and the atom size, conduction
band electron density, and the number of conduction band electrons
per atom. Seah and Dench (1979) found that the correlation exists
between the deviations and the atom size (or monolayer thickness).
They proposed the following equations for the inelastic mean free
path for elements

538

d = —5 + 0.4 (¢t £)1/2 (5.30)
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The energy is expressed in electronvolts. This equation is

considered to be most accurate at the moment.

5.2.,2, The theoretical values of the inelastic mean free path

The early theoretical works on calculating the inelastic mean
free path of electron in solid are reviewed by Ritchie et al.
(1969). Since then a number of theoretical papers on that subject
were published ( Powell, 1974, Shelton, 1974, Penn, 1976a,b,c,
Ashley et al., 1979, Tung et al,, 1979 ).

Penn (1976a,b,c) proposed an universal method for calculating
the inelastic mean free path in the energy range from a few hun-
dred to a few thousand electronvolts. In that energy range the
electron energy loss is mainly due to the valence band excita-
tions, which include the plasmon excitation and the electron-
-electron collisions (Penn, 1976a). For this reason the inelastic
mean free path is determined by the valence band structure rather
than by the atomic number of the solid. The excitation of core
electrons has also been taken into account in determining the
mean free path since it reduces its value by about 10%. The Penn
theory is applicable for free-electron-like materials, i.e. for
materials which exhibit plasmons with frequency close to frequen-

cy of a free electron plasma
2 2
w, = (4TTn,, e /m)i/2

where nep 1is the concentration of valence electrons. The solids
which do not contain transition metals, or noble metals can be

considered as the free-electron-like materials. In the considered
case the total inelastic mean free path is determined by the col-

lisions with core electrons and valence electrons. Eq (5.28)has



the form
1/d = 1/d oy + 1/d(y,y (5.31)

Penn (1976¢c) has shown that the mean free path associated with

plasmon excitation, d(v),,is given by

d(v) = E/ [av(ln E + bv)]‘ (5.32)

where a, and bv are functions of the parameter Fs defined

by

3 1 \¥3 4
rg = | =— — ——m
477 Ng1 a

o

The values of a,6 and b,6 may be determined from the universal
plot presenting both parameters in terms of L (Penn, 1976¢c).

The contributionto the inelastic mean free path due to the core
electrons excitation is calculated from the theory published by

Powell (1974).

d(c) = E/[ac(ln E + bc)] (5.33)
where

a, = 392 (PN 1/A° AE) (5.33a)
b, = - In AE/4 (5.33b)

Nel is the number of electrons in the highest core level, and
AE is the average excitation energy of electrons from highest
core level expressed in electronvolts. The excitation energies
AE were estimated from binding energies E according to

c
formula



2 E_ if E < 70 eV
AE

E, + 70 if E D> 70 ev

Penn (1976¢c) compiled the values of Nel , AE , a, and bc

for a number of elements., From eqe (5.31) - (5.33) one obtains
d = E/[a(ln E + b)] (5.34)

where

b = (av bv + a, bc)/(av + ac)

Table 7 lists the values of parameters a and b taken from
Penn (1976¢c). Eq (5.34) was used by Penn (1976c) in tabulating
the inelastic mean free paths for elements in energy range from
200 to 2400 eV and atomic numbers varying from 3 to 83. The
author indicated that'even if the theory does not apply to tran-
sition and noble metals, still it gives fair estimate of the ra-
tio of mean free paths., As it will be shown in section 6.3, the
quantitative AES involves the ratios of the mean free paths ra-
ther than absolute values. On the other hand, Seah and Dench
(1979) indicated that their semiempirical expression for elements
[eq. (5.30)] much better compares with the experimental data on

the mean free path than the expression of Penn [eq. (5.34)] .

5.2.3. The dependence of the inelastic mean free path on the

composition of solids

The values of the inelastic mean free paths discussed so far

were determined for pure elements. Similarly as in the case of
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Table 7. The parameters a and b taken from Penn (1976c) for
calculating the total inelastic mean free path from eq
(5.34). The dimensions of a and b are such that

energy is expressed in eV and d in R.

......... e e o e e e A 2 e e e
Z a b z a b
------------------- q—--—-;----ﬂ#--n------n--——-----——--------—
3 4,97 -1.23 40 11.5 -2.10
4 11,7 -2,32 41 14.2 -2,37
5 10.8 -2.,70 42 16.9 -2.,56
6 18.3 -2,95 43 18.5 -2,72
7 4.66 -1.05 44 19.9 -2.85
11 4,84 -1.25 45 20.6 -2,94
12 7.74 -1,77 46 20.6 -2.,98
13 10.2 -2,16 47 19.5 -2,95
14 10.7 -2.19 48 17 .4 -2.81
19 3.55 ~0,820 49 14.0 -1.80
20 6.67 -1.48 50 12,9 -2 .04
21 9.92 -1,94 51 12.4 -2,18
22 13.2 -2,28 52 12.0 -2,22
23 16 .5 -2.,54 53 10.0 -2,05
24 19.0 -2,74 55 3,20 | -0.570
25 19.7 -2,87 56 5.50 | -1.15
26 21.1 -3,00 57 9.47 | -1.60
27 22.8 -3.14 72 11.4 -2.,14
28 23.7 -3.21 73 13.8 -2 ,40
29 23 .6 -3.21 74 16.2 -2,58
30 21.1 -3.10 75 18.3 -2.,71
31 17.3 -2,00 76 19.1 -2.86
32 14,0 -2,22 77 19.9 -2,95
33 13,7 -1.69 78 19.9 -2.,96
34 11,9 -2.,25 79 19.6 -2.,95
35 9.58 -2,46 80 16.6 -2,71
37 3.51 -0,710 81 13.4 -1.62
38 5,55 -1.24 82 13.2 -1,97
39 8.52 -1.71 83 12.0 -2,02
IS ISR I el



the backscattering factor, the quantitative analysis of alloys
or compounds requires knowledge of the composition dependence of
the mean free path. Seah and Dench (1979) proposed the semiempi=-
rical expression for calculating the inelastic mean free path

for inorganic compounds

2170 1/2
d = 5 + 0.72(t E) ‘monolayers (E in eV) (5.35)
E .

The monolayer thickness t is calculated from

' 1/3

A°
t =

)ONO na

where n, is the number of atoms in the molecule.
According to Seah and Dench (1979) the inelastic mean free path

of electrons in organic compounds depends only on electron energy

103 / 49 1/2 |
d 2 o 5 + 0.11 E nanometers (5.36)
P E

(E in eV, P in kg/m>)
As in the case of elements, egs (5.35) and (5.36) give the smal=-
lest scatter of the experimental data on the inelastic mean free
path for compounds. _

Penn (1976c) generalized eq (5.34) for the case of compounds
of a type X, YJ . The total concentration of valence electrons

is calculated from the formula
Ne1 = No Z)O/Am ’

where z is the number of valence electrons. in a compound, and

Am is the molecular weight. Then, the parameters a, and bv

are determined as in the case of pure elements, i.e. from the

universal plot. The parameters a, and bc are given by genera-
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lized equations (5.33a) and (5.33b)

a, = 392 Z (Nel'i/AEi) (P7A,)
i

b, = = E '(Nel'i/AEi) ln(AEi/4)/E Ney,i/ AE;
i i

where subscript "i" denotes the type of atom. Eventually, thé in=-
elastic mean free path is calculated from eq (5.34).
Unfortunately, there is no experimental and theoretical data
on inelastic mean free path for metal alloys. In AES analysis of
binary alloys the concentration dependence of the inelastic mean
free path is usually neglected, or linear dependence on concentra=-
tion is assumed from one pure component to the other (Holloway,
1977, Berndt et al., 1980)., Such assumptions are expected to in=-
troduce small errob due to weak dependence of the inelastic mean
free path on the atomic number. For the same reason the effect of
the concentration variation at the solid surface on the mean free

path is also usually neglected.

5.2.4. Conclusions

The most accurate values of the inelastic mean free path of
electron in elements and compounds can be calculated from the se=-
miempirical expressions of Seah and Dench (1979). These expres-
sions were obtained from the statistical analysis of the experi=-
mental data on the mean free path. There is no data at present on
the concentration variation of the mean free.path in metal alloys,
but neglecting the concentration dependence of d in quantitative

analysis should not introduce significant errors.



5.3, The total number of atoms in unit volume and the

monolayer thickness

The last two correcting factors in quantitative AES may be
determined with relatively high accuracy for pure elements. The
number of atoms in unit volume of pure element is usually calcu-

lated from the expression (Reed, 1975c)
i i,.o
MY = N PT/AT . (5.37)

The monolayer thickness can be derived from the average volume

of one atom (Seah and Dench, 1979 )
' 1/3 . . 1/3
tt e (1M = (AN, PY) (5.38)

The monolayer thickness also can be determined from crystallo-
graphic considerations (Jabofski et al., 1977).

The composition dependence of the total number of atoms and
the monolayer thickness is also relatively easy to account for.
According to Vegard's law, the lattice constant of the alloy
forming continuous series of solid solutions is a linear function

of concentration expressed in atom fractions (Pearson, 1958).

a=al+ (ai - aJ) X,

i (5.39)

where a , ai aj are the lattice constants for the alloy, i-th

pure component and j-th pure component, respectively,
Let us base the determination of the total number of atoms and
the monolayer thickness for alloys on the general assumption

that:

III D. Vegard’'s law is valid in the case of investigated alloys.



- 77 =

The number of atoms in unit volume of the alloy is then given by
M = K/a> (5.40)

where K 1is the number of atoms per unit cell,

From eqs (5.37), (5.39) and (5.40) we obtain eventually
/3 1/3 . 1/3 . 1/3
(am) "= = (am3) 7+ [(am™)7 - (amd) T ] xy (5.41)

Taking into account eq (5.38) we have

t = td s (ti - td) X4 (5.42)

The Vegard law is of an apphoximate character, Deviations from
that law are observed in majority of binary metal alloys
(Gschneidner and Vineyard, 1962). These deviations should not
introduce serious errors in quantitative AES analysis in most of
the cases. However, it is advisable to check the validity of the
Vegard’s law in a binary system under investigation,

In the case of systems to which the Vegard law cannot be ap-
plied e.g. alloys with long range order, metallic compounds

the total number of atoms may be calculated from (Reed, 1975c)

c c |
M=No,o( I -g-> (5.43)
AS AS

and the monolayer thickness from
t = (2/M)1/3 (5.44)

Application of eqs (5.43) and (5.44) in quantitative AES requires
knowledge of the density of studied alloys.-

The effect of the changes of concentration in the surface re-
gion on the parameters M and t is usually neglected, espe-

cially in cases when the atom sizes of both constituents of
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binary alloy are similar. However, the change of the atom den-
sity at the surface can be significant, e.g. the alloy AuNi
(Burton et al.,, 1976) and this effect should be accounted for

in such axcaée.



6. Experimental aspects of quantitative Auger electron

spectroscopy

The current of Auger electrons leaving the solid is imposed
on a much larger background of backscattered electrons. The ratio
IA/I° for KLL Auger transitions is of the order of 10-4 ( Bishop
and Riviere, 1969) while the reflection coefficient h varies
between 0.1 and 0.5 for majority of solids, For this reason the
measurements of the absolute Auger electron current are rather
difficult (Meyer and Vrakking, 1972, Staib and Kirschner, 1974)
and in actual expsrimental pfacticé the ratios of two intensities
are measured. These intensities correspond to two different Auger
transitions or to two different samples.

The Auger electron intensities are determined from the energy
distributions of backscattered elsctrons, i.e. from the depen-
dences N(E) vs E or dN(E)/dE wvs E , In these distributions
the sharp peaks due to Auger transitions are imposed on a slowly
varying background. Thus, the main unit of the Auger electron
spectrometer is the electrbn energy analyser. The analysers most

frequently used in AES are briefly described in the next section.

6.1. Electron energy analysers
6.1.1. The retarding field analyser (RFA)

Palmberg (1967) indicated that the retarding field optics,
designed for low energy electron studies, can be used in measure-~
ments of electron energy distributions. Scheibner and Tharp (1967),
Tharp and Scheibner (1967), Weber and Peria (1967), Palmberg(1968)
and Palmberg and Rhodin (1968), were first to use this analyser

in determining the Auger electron spectra. The retarding field
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analyser is depicted in fig. 12, The analyser consists of a sphe-
rical collector with a system of four grids., The negative poten-
tial V° applied to the two inner grids separates electrons with
energy lower than E = ev, from the backscattered current reach-

ing the collector, i(Vo) . We have

o0
i(v,) = N(E)dE

evo

The energy distribution N(E) vs E 1is obtained by differentia-
t’ion of the function i(V ): N(E) ~d[1(vo)] /dvg .
Similarly: dN(E)/dE ~ dz[i(vo)]/dv(z) .
The differentiation is usually performed electronically.

The retarding field analyser has rather large acceptance angle.
It collects the backscattered electrons with escape angles

between about 6° and 60°. The energy resolution is about 1%.

6.1.2. The cylindrical mirror analyser (CMA)

The theoretical basis for the operation of the cylindrical
mirror analyser was given Ey Zashkvara et al. (1966). This analy-
sis was extended later by Sar-El (1967), Hafner et al. (1968),
Aksela et al. (1970) and Frank (1976). The energy spectra were
obtained by means of cylindrical mirror analyser already in fif=-
ties (Blaut, 1957). A number of constructions were publighed since
then (Sar-El, 1967, Bishop et al., 1973, Vasina and Frank, 1979).
Palmberg et al. (1969) indicated the advantages of using the cy-
lindrical mirror analyser in Auger electron.spectroscopy.

The analysing part of CMA is a system of two coaxial cylinders
(fig. 13). The inner cylinder has the entrance and exit slits for
electrons. A negative potential Vo applied to the outer cylin-
der allows only electrons with a certain selected energy to reach

the first dynode of the electron multiplier. There is a linear
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dependence between the potential Vo and the analysed energy
E . The current leaving the electron multiplier is proportional

to the product E N(E) . We have then
d[i(Vo)]/dvo ~ N(E) + E dN(E)/dE

However, the N(E) term is small as compared with E dN(E)/dE ,
and it is usually assumed that differentiation of the signal
i(Vo) gives the distribution dN(E)/dE . The CMA operates in
conditions of the second order focus. At the focal distance L

corresponding to the escape angle o, = 42.3° we have
‘ 2 2
di/dod = 0 "and d"L/do.® = O .

The second order focus property increases the transmission of
CMA, In most commercial instruments the transmission usually
reaches 10% which corresponds to the acceptance angle 42° + 6°.
The energy resolution varies between 0.5% and 0.7%. The CMA col-
lects the backscattered current in a narrow energy range, and
that increases the signal to noise ratio by a factor of 100 as
compared with RFA, For this reason the CMA may operate much

faster than RFA or at much smaller primary currents,

6.2, The measure for the Auger electron current

Since the first publications the Auger electron spectra were
recorded in the differential form, i.e. dN(E)/dE vs E (Weber
and Peria, 1967, Harris, 1968). The derivative spectra are more
convenient for two reasons. The function N(E) is positive and
the background current is much larger than the current associated
with the Auger transition, Magnification of the Auger electron

peak to a manegable size would involve high values of the back=~



ground. Secondly, the Auger electron peaks are relatively narrow
features on the slowly varying background and become more pro=~
nounced on differentiation, The problems encountered in differen-
tiation of the energy spectra were discussed in the literature
(Taylor, 1969, Gerlach, 1972, Seah, 1979b). In the folldwing we
shall consider the question‘of features of the Auger electron
peak that carry the quantitative information,

The usual measure of the Auger electron current is the dis-
tance between the most positive and most negative values of the
spectra dN(E)/dE ve E (the peak~to-~peak height). Taylor (1969)
and Hall et al. (1977) have shown that the peak-to-peak height
is proportional to the Auger electron current in the case of a
Gaussian peak. The use of this criterion in quantitative analysis
is justified when the Auger peak is symmetrical and its shape is
independent of the chemical composition, Pons et al.(1977a) sug-
gested selection of such Auger transitions for analysis which do
not involve the valence electrons because the core electrons are
much less affected by variations in the chemical state. Hall et
al. (1977) indicated that the effect of peak broadening with
changes of composition can be easily accounted for if the peak
remains symmetrical. They have shown that the proper measure of
the Auger electron current in the case of Gaussian peak is the
product H 82 where H is the peak-to-peak height and § is
the measure of the peak width, e.g. the energy separation of
maximum and minimum in the differentiated spectra. The corrected

peak~to-peak height is then calculated from the formula

. 2
Hcor'r' = Hmeas(g/ 50)

where 50 is the value of 6 for pure material.



Several authors proposed the area under the peak in the inte-
gral spectra, N(E) vs E , as a measure of the Auger electron
current (Grant et al., 1973a,b, 1974, Houston, 1973, Leygraf et
al., 1974, Staib and Kirschner, 1974, Fujinaga, 1977 ). The area
has been proved to be less sensitive to;tpe shape changes caused
by the chemical surrounding than the peak-to-peak height (Grant
et al., 1973a,b). The determination of the area under the peak
requires subtracting the background and the corresponding techni-
queé of background removal have been developed (Staib and Kirsch-
ner, 1974, Ishikawa and Tomida, 1978 ). An additional problem in~
herent in the integration of the dN(E)/dE vs E spectra is
setting the integration limits. The value of the area does not
approach a constant as intagrafion limit expand, so the choice of
the limits is somewhat arbitrary. Seah (1979a) discussed the
prospects of using the differential and integral energy spectra
in quantitative AES analysis. He pointed out that Auger electrons
which suffered the characteristic energy losses rise the back-
ground of the low energy side of the Auger feature in the N(E)
ve E spectra (fig. 14a). The integration may account for elec-
trons originating from atom layers deeper than the inelastic mean
free path, The proper measure of the Auger electron current is
the shaded area in fig. 14a. Thus, only the high energy part of
the Auger peak is informative about the Auger electron current
from the outer atom layers. Seah (1979a) recommended the peak
height between the negative minimum and the background levkl in
the differential spectra as a measure of the Auger electron cur-
rent, or the product Piéz in the c;se of peak broadening (fig.

14b).
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6.3. Experimental procedures

Let us denote by 8° the function relating the Auger inten=-
sity to the Auger electron current collected by the analyser.

We have
H = s° I, (6.1)

In general, the function s° depends on the energy of a chosen
Auger transition, the anélyser. and the spectrométer settings.

Introducing eq (4.17) or eq (4.18) into eq (6.1) we obtain
H=k°M® rdx® (6.2)

where k° is the spectrometer constant. This constant is given

by
k® = ;%T- (6.3)
or
k® = ﬁ-“]% PI, 6'(E°)S° cogo(. | (6f4)

depending on the acceptance angle of the énalyser. Similarly as
s® . the spectrometer constant depends on the energy of Auger

transition, the kind of the analyser and the spectrometer sett-
ings. Eq (6.2) relates the measured Auger electron intensity to
the concentration of a given element in the surface region for
the case of uniform composition in .the region sampled by Auger
electrons. From eqs (4.20) and (6.1) we obtain similar relation

for the case of segregation limited to the first monolayer
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He=k®r d{Ms X% [1 - exp (~ t/d coso(.)]. +

(6.5)

b ,b

+ M X exp (- t/d cosoﬂ)}

with k© given by eq (6.4).

The constant k° comprises a number of parameters independent
of a matrix, and its value is unknown. For this reason the quan-
titative AES, similarly as EPMA, is a technique of relative mea-
surements. Determination of the surface concentration X°® in-
volves comparison of Auger electron intensity from a given sample
- with Auger electron intensity from a standard, i.e. from a sur-
face with known concentration of an element under consideration.
The standard in quantitative AES is usually a carefully cleaned
surface of a pure element, In few papers the surface of fractured
alloy was postulated as a standard, under assumption that this
surface has the composition of the bulk (Bouwman et al., 1973a,b,
1976a,b). This method, called the internal calibration method,
involves more complicated experimental procedure than the analy=-
sis with pure metal as a standard.

The most frequently used ekperimental procedures are described

below.

6.3.1. Relative sensitivity factor approach

The quantitative analysis using the so-called relative sensi-
tivity factors seems to be the most convenient experimental pro-
cedure. The analysis consists in measuring the intensities of two
Auger signals from two components of a given sample of binary al-
loy. Measurements provide a sét of ratios Hi/Hj corresponding
to a set of alloys under investigation. Then, in separate experi-

ment, the ratio of intensities of the same signals from pure
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metals, Hi/Hg , is measured., The ratio Hi/Hg is necessary to

determine the so called relative sensitivity factor. The latter

quantity is defined as (Hall and Morabito, 1977, 1979)
8 s
Pi,j (Hi/gi)/(HJ/xJ) (6.6)

The relation between the correcting factors and the relative

sensitivity factor depends on the model of the surface region.

(i) Uniform composition of the surface region within the samp-
ling depth of Auger electrons.

Substitution of eq (6.2) into eq (6.6) gives

P = i:&-—ij: = (Hi/HJ) F (6 7)
1,6 1737 1,3 )
kg oy
where
J Jd 43
MY e d r, d.
’ ™ r‘i,di rJ dj

In the limit of pure i~-th component eq (6.7a) transforms into

(Hall and Morabito, 1979)

i MJ rJ dJ

Fi.3 “n

(6.8)
3 %
Similarly, in the limit of pure j-th component we have (Hall and
Morabito, 1979)

' MJ rvy d
F:l = -3
i‘J d (6.9)

G
e G2

M™ r

e
'

The values of the parameters -Fi j and Fi j are similar in
] ’

majority of binary alloys (Hall and Morabito, 1979). This



indicates that the parameter Fy j (and the relative sensiti-
L
vity factor) is a weak function of composition. The weak depen-

dence of P on composition was established experimentally

i,]
(Hall et al., 1977) and theoretically (Jablohski, 1980a) for a
number of binary alloys.

From the definition of the relative sensitivity factor we

obtain
x% H |
X5 = A N (6.10)
H, P
J i,J

The sum of atom fractions extended over all elements present

should be equal to unity

xS H
1 31 =3 \ (6.11)

Hy 44— Py

Eq (6.11) can be transformed into (Hall and Morabito, 1979)

H
Xs = j (6.12)
DLW
oJ
i
In the case of a binary alloy eq (6.12)has the form
1
(Hi/Hj)/Pi'J + 1
or, taking into account eq (6.7)
1
x8 (6.14)

= I
R CWZR A TCHZE I I

The surface concentration can be calculated directly from eq

(6.14) provided the parameter Fy j given by eq (6.8)is known.



However, the mean free paths, di and dj ., may be functions of
composition in the surface region. In that case eq (6.14)becomes

more sophisticated equation in one unknown, The root of this
s

J -

equation is the sought surface composition X

(ii) Surface segregation limited to the first monolayer.

The following formalism is limited to analysers with narrow
range of acceptance angles, e.g. the CMA. The Auger electron in-
tensity is described then by eq (6.5). Let the definition of the
relative sensitivity factor be the same as in the case of the
model of uniform composition within the escape depth [eq (6.6)}.
From eqs (6.5) and (6.6) we obtain

Pig " (Hi/Hg) Fi g%, (x?/xi) (6.15)
where ‘
M® XS (1 -v,)+ M XDy
i,3° 3 : : L —E— (6.15a)
M xj (1-YJ)+M xJ\r‘_i

Y, = exp (- t/dicosct)

YJ = exp (- t/djcoso())

and F is given by eq (6.8).

i,3
The relative sensitivity factor is a function of surface composi=-

tion. Egqs (6.13) and(6.15) form an equation in one unknown. Solu=-
s

j L ]

It is possible that eq (6.13) does not have a root in the

tion of this equation provides the value of X

range O <x§ < 1 . In that case the monolayer enrichment model

is not valid. The segregation is considerable and the segregation
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region is extended over the distance of several monoleyers. The
segregation thickness can be estimated under assumption that the
surface is covered by the pure i~th or j~th component (section

7.2).

6.3.2, Direct comparison with a standard

The most obvious experimental procedure of quantitative AES
analysis consists in recording the Auger electron intensity from
a given sample and, subsequently, from the pure component. Both
recordings should be made as close in time as possible to avoid
drifts in electronics gain., The experiment provides in that case

i
the ratios Hi/Hi

. These ratios are sometimes denoted by £,
(McDavid and Fain, 1975, Overbury and Somorjai, 1976, Jablo#ski
et al., 1977). Similarly as in the case of the relative sensiti-
vity factor approach, we will briefly discuss calculations of

the surface composition for both models of the surface region,

(i) Uniform composition of the surface region within the sampling

depth of Auger electrons

The ratio Hi/Hi can be derived from eq (6.2).

i s
Hy/Hy = G, X{ (6.16)
where
Mrydy
Gi = Mi ri di (6.163)
i“i

The surface concentration xi is calculated from the above
equation. In general, the parameter G may be a function of the

surface composition (through factors M and/or di) . In that



case the surface composition X?_ is the root of eq (6.16).

(ii) Surface segregation limited to the first monolayer

The following relation results from‘eq (6.5).

i i 4,1 S 8 b ,b
Hy/Hy = [ry dy/(ry a5 MM x3(2 - vy) + M0 X v, ] (6.17)
where

Y, = exp (= t/dicoso(.)>

s
i -
Eq (6.17) does not have the root in the range O <x: < 1 when

Solution of eq (6.17) provides the surface concentrations X

the strong surface segregation exceeds one monolayer. The thick-~
ness of the segregated layer can be estimated assuming the pre-~
sence of pure alloy constituent in the surface region (section

7.4).
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7. Proposition of an universal algorithm for calculating

the surface composition of binary alloys

The material presented in sections 4, 5, and 6 makes possible
the.construction of an universal algorithm for calculations of
quantitative AES (Jablofiski, 1981b, 1982 ). The proposed algorithm
may be used in connection with experimental procedures discussed
in section 6.3., i.e. the direct comparison with a standard or
the relative sensitivity factor approach. The calculations of the
surface concentration are performed for both models of the surfa~ .
ce region discussed in section 4.2,

The correcting factors are calculated according to the follow-

ing rules:

(i) The backscattering factor for pure elements is calculated
from the formula of Love et al. (1978b) [eq (5.25)] . The linear
dependence of the backscattering factor on the mass fraction of

a given element is assumed to be generally valid (section 5.1.6).
Thus, the backscattering factor for an alloy is calculated from

the formula

b

A |
ry = "i"("i‘,r‘l)ci (7.1)
where

b b A° b

cY = A Xi/(A X3 + x2)

As it was discussed in section 5.1, the variation of the composi-
tion in the surface region should not affect the value of the
backscattering factor, therefore the backscattering factor for

an alloy is calculated for the bulk composition only,
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(ii) The total number of atoms in unit volume and the monolayer
thickness for pure elements are calculated from eqs (5.37) and

(5.38). Eq (5.41) was used to determine the total number of atoms
in unit volume of the alloy, separately for the bulk composition

and for the composition of the surface region

1/3 L 1/3 . 1/3 . 1/3

()" = (amd) " () - (M) ] xS (7.2a)
1/3 1/3 1/3 1/3

(1/Mb)/ = (1/MJ)/ + [(1/Mi)/ -(1/MJ)/ ] x® (7.2b)

Similarly, the alloy monolayer thickness is calculated from req

(5.42) for the surface region and for the bulk
t® = td 4 (ti - tj)x?_ (7.3a)

tP = td . (ti - tJ)X? (7.3b)

(iii) The inelastic mean free path for pure components is deter-
mined from thé equation of Seah and Dench [eq (5.30)] . The de-
pendence of the inelastic mean free path on the material enters
eq(5.30) through the monolayer‘thicknesé t (dr the number of
atoms in unif volume ). Let us postulate that the inelastic mean
free path for an alloy can be still calculated from eq (5.30)
where monclayer thickness is given by eq (7.3a) or eq (7.3b).
The inelastic mean free path is calculeted for the surface compo-
sition when the extent of the surface segregation is comparable
with the sampling depth of Auger electrons, It is reasonable to
assume that the inelastic mean free path is then determined by
the composition of the surface layer. When the mean free path is
larger than the thickness of the segregated layer, the value of
d is determined by the bulk composition and is calculated from

egs (5.30) and (7.3b).
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The calculations are made for two experimental procedures and
for two models of the surface region, so the algorithm consists
of four sections, denoted by A, B, C and D, These sections are

described below.

7.1. Section A

Section A calculates the surface composition when the experi-
mental procedure of the relative sensitivity factor approach has
been used and the model of uniform composition within sampling
depth is assumed. The surface composition is determined then
from eq (6.14). The inelastic mean free path is determined by
the surface composition because the composition is assumed to be
uniform within the depth comparable with d . As a result, the
factor F in eq (6.14) is a function of the surface concen=-

i,]

tration

Mj rJ dJ r. d° v
F = .L—-j-' (704)

1.3 M ri di rj d?

The parameters Hi/Hj . Hi/Hj and Fi are always greater
’

J J

than zero, so

1
< .
(/M )/ [/ Fy ]+ 2

<1

Thus, eq (6.14) has always a root in the range O <:x§ <1, and
this root can be easily found. The half-interval method is used

in the presented algorithm (Arden and Astill, 1970).

7.2. Section B

When the model of monolayer enrichment is assumed, the experi-



mental data from the experimental procedure of the relative
sensitivity factor approach are entered to the section B of the
program. The surface composition is determined from eq (6.13)
with Pi,j given by eq (6.15). In the considered case the mean
free path is supposed to be larger than the monolayer thickness,
so the mean free paths are calculated for the bulk composition
of the alloy. The parameter Fi,j given by eq (6.7a) is then

independent of the surface composition

mI rd ad ry
'1"%"% ""B (7.5)
Fid;5 ry9;

Substitution of eq (6.15) into eq (6.13) gives

i, "My (7.6)

where the parameter
i "
By 4 = (Hy/My)/ [(Wi/md) Fy L]

comprises all factors independent of the surface composition,

The parameter Wy g » given by eq (6.15a) is a function of compo-
sition because the number of atoms in unit volume, i , and the
first monolayer thickness, t° , depend on xi .
concentration x: is obtained on solving eq (7.6).

Thus, the surface

When eq (7.6) does not have a root in the range O <X§ <1
the model of the monolayer enrichment is not valid. The extent
of the‘strong surface segregation exceeds one monolayer., It is
possible to estimate the thickness. T of the surface region
assuming that i-th or j-th pure component segregated to the sur-

face. We have from eq (6.15a)
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. 8
Wi'J(X1=0) =

MP xP 1 exp (- tJ/d coso()

= (7.7)
Mj[i - exp ( - tj/d cosdl)

J J

cosOl.)] + M° X9 exp ( - tj/dj

and i
S
Wy, y(X3=1) =

Mi[i - exp (- ti/d coso(,)] + MP xP i exp (- ti/dicoso(,)

a 7.8)
‘ bMB. exp(-t/d cosob) (

(1) If w, (x3=0)> 8 , the surface is enriched with j-th
3 i,]

component. We shall choose such tdatd  that W, .(xs=0) = B, .
) V1 i,J
This is equivalent to solving the following equation with respect

to TJ

(7.9
b b exp (= Tj/d coso(.) )

B

1.3 Mj[i - exp ( - Tj/djcoso(,)] + M° exp ( - Tj/d cosol )

J J

s
(11) If wi,j(xi=1) < By,j the surface is enr;ched with i-th
component. The thickness of the segregated layer, T+ , is deter-

mined from the equation

(7.10)
| Mi[i - exp (- Ti/d cosoé)] + M2 x b exp (- T /d cosot)
B =
1.3 MP° Xg exp ( - TI/dJcos o)

7.3. Section C

The section C determines the surface composition in the case
of the direct comparison with a standard, and for a model of
uniform composition within the sampling depth. Similarly as in

section A, the mean free path in the surface region is assumed
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to be determined by the surface composition. Also, the total

number of atoms in unit volume is calculated for the surface

composition. The parameter G; given by eq (6.16a) is a func-
s

tion of X3

s

di

Gy = T3 (7.11)
ry dj

The surface composition is obtained from eq (6.16) with Gy
given by eq (7.11) . Eq (6.16) does not have a root when

xg < (Hi/Hi)/Gi for O <X?_ < 1 . This occurs when the surface
is strongly enriched with i-th component, and the parameters

Hi/H; and/or Gy, are subjects to large errors.

7.4. Section p

The calculations of the surface composition in the case of
the direct comparison with a standard for the model of monolayer
enrichment take place in section D. As in section B, the mean
free path of Auger electrons in the surface region is calculated
for the bulk composition. The parameters M and t in the sur-
face region are assumed to be functions of the surface composi-

tion., Eq (6.17) can be transformed to the form
s
Ly = vy(x3) | (7.12)
where the parameter
i i i i b
Ly = (Hy/HY) [ry df M7/(ry d))]

is independent of the surface composition, and
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b
Vi(Xi) = M° x: [1 - exp (- ts/di cosal)] + (7.13)
+ Mb Xti’ exp ( - ts/dti’ cos o()

The surface concentration Xi is calculated from eq (7.12).
When the root of eq (7.12) cannot be found in thebregion

0 <:x§ < 1 , the monolayer enrichment model is not valid. Simi=-

larly as in section B, the thickness of the segregation region

can be estimated under assumption that the surface is covered by

pure i-th or j-th component

(1) If V,(Xx320)> L, we have strong segregation of j-th com-
b R | i
ponent. In that case such value of tdatd is selected that the

equation

b b
Ly = vi(xiao) = M X; exp (- TJ/d: cosol)

is satisfied. This equation may be transformed to the form

3 = - d® coset 1n (L /M° xP) (7.14)

(44) 17 vi(xi=1) <:L1 strong segregation of i-th component
occurs. The thickness of the overlayer under assumption of pure

i-th component at the surface is calculated from the equation

i i
Ly = vi(xi=1) =M1 -exp (-T /d'i’ cosoL)] +

b

b 0]
+ M X; exp (- Tl/d: cosol )

or

i

T - - qti’ cosd 1n[(L, - ml)/(MP xti’ -:mh)] (7.15)

It may be derived from eq (5.41) that the denominator in eq
b ,b i
Xy

(7.15), M - MY, is negative if MY > (8/27) MJ . This
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inequality is practically always valid. Thus, the thickness T

can be calculated from eq (7.15) if Li<< mi . When the parame-
ter Li is greater than Mi , the overlayer thickness cannot be

determined and the respective information is printed.

7.5. The input and output data

The first gfoup of parameters entered to the program specify
the experimental procedure and the model of the surface region.
The set of the remaining input data depends on the experimental

procedure.

(1) The direct comparison with a standard

The list of the data is the following:

n - Number of alloys.

Ag - = Atomic mass of i-th element, g/mole.
Ag - Atomic mass of J-th.element, g/mole.
Pi - Density of pure i-th element, g/cm3.

pJ - Density of pure j-th element, g/cmz.

Zi - Atomic number of i-th element.

ZJ - Atomic number of j=-th element.

E, - Primary energy, ev,

En - Auger electron energy corresponding to a chosen Auger
transition, ev. |

Ec - Ionization energy associated with a chosen Auger transi-
tion, eV,

XE - Table of bulk concentrations, atom fractions.,

Hi/Hi - Table of Auger electron intensity ratios,

When the monolayer enrichment model is selected, the acceptance

angle of the analyser, ol., is additionally entered (degrees).
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(ii) The relative sensitivity factor approach
The list of input data begins with the same eight parameters
as in the case of direct comparison with a standard, i.e. n ,
i ,
A, Ag Pt Z, + Z; and E, . Remaining data are the

following:

EA,i - Auger electron energy corresponding to Auger transition
in i-th element, eV,

EA,j - Auger electron energy .corresponding to Auger transition
in j-th element, eV.

E ~ Ionization energy associated with Auger transition in
i-th element, eV.

Ec,j - Ionization energy associated with Auger transition in
j=th element, eV,

X? - Table of bulk concentrations, atom fractions,

HilHj - Table of Auger electron intensity ratios.

Hi/Hg - Auger electron intensity ratio for pure elements,

Assumption of the monolayer enrichment model requires also enter-
ing the acceptance angle of the analyser, o, (dégrees).

The details of the input data preparation are shown in Appen-
dix (fig. A=1).

Similarly as in the case of input, the set of the output data

depends also on the experimental procedure.

(1) The direct comparison with a standard

The list of the output parameters for a given alloy has the form:

E - Bulk concentration of i-th'element. atom fraction,

X
ti - Monolayer thickness for pure i~th element, nanometers.
ed - Monolayer thickness for pure j~th element, nanometers.

t° - Monolayer thickness in the surface region, nanometers.
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di - Mean free path of Auger electron associated with i-th
Auger transition in a matrix of pure i-th element,
nanometers,

di - Mean free path of Auger electron associated with i-th
Auger transition in a matrix of almost pure j-th element,
nanometers, |

d: or d? - Mean free path of Auger electron associated with i-th

Auger transition in the surface region, nanometers.

mi - Total number of atoms in unit volume of pure i-th ele-
menf, 1/cm3.

M - Total number of atoms in unit volume of pure j-th ele-
ment, 1/cm3.

m® - Total number of atoms in unit volume of the surface re-
gionm, 1/cm3.

ri - = Backscattering factor for i-th Auger transition in pure
i-th element,

rg - Backscattering factor for i-th Auger transition in the
matrix of almost pure j-th element.

ry - Backscattering factor for i-th Auger transition in the
alloy. .

6,y - Total correction inen by eq (7.11)., It is printed when

the model of uniform éomposition in the samplihg depth is

selected,
Hi/Hi - Auger electron intensity ratio,
Xi - Surface concentration of i-th element, atom fraction.

To complete the output data, the comments are printed that spe-
cify the experimental procedure and the selected model of the

surface region. When. the monolayer enrichment model is not valid
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the diagnostics is also printed, in addition to the estimated

thickness of the surface region.

(ii) The relative sensitivity factor approach

The output parameters x:

R et R t:"j R t°> and di are the

same as in the previous case. Furthermore, we have

dg - Mean free path of Auger

electron associated with

j=th Auger transition in a matrix of pure j-~th ele-

ment, nanometers.
d: or dg - Mean free path of Auger
Auger transition in the

d? or dg - Mean free path of Auger

Auger transition in the

electron associated with i-th
surface region, nanometers.
electron associated with j-th

surface region, nanometers,

The parameters M1 , MJ , M%  and ri are the same as in the

case (1i).

rg - Backscattering factor for j-th Auger transition in pure
j=-th element.

ry - Backscattering factér for i~th Auger transition in the
alldy.

rJ ~ Backscattering factor for j-th Auger transition in the
alloy.

Fy j - Parameter given by eq (7.4) or eq (7.5).
L

i
Hi/Hg

xS - Surface concentration of i-

i

Auger electron intensity ratio for pure elements,

th element, atom fraction.

The comments specifying the experimental procedure and the model

of surface region are also printed.

case, the thickness of the surface

Similarly as in the previous

region is estimated when the

model of monolayer ehrichment is not valid.
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Examples of the output data are shown in Appendix in figs
A-2, A-3 and A-4,

The program based on the described algorithm has been deve-
loped in the Institute of Physical Chemistry, Polish Academy of
Sciences. The program is written in FORTRAN EXTENDED and consists
- of about 1100 computer cards. In addition to the described possi-
bilities, the program has also a facility of plotting the calcu-
lated surfacé concentration versus the bulk concentrations ( Ap-
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8. Examples of calculations

To illustrate the application of the proposed algorithm we
shall calculate the surface composition of chosen binary alloys.
The data for calculations were obtained from both experimental

procedures described in sections 6.3.1 and 6.3.2.

| Example 1 [taken from Jablonski (1982)]. The results of quantita-
tive AES analysis of equilibrated and extensively sputtered gold-
-palladium alloy surfaces have been published by Jablohiski et al.
(1977) . The experimental data were obtained from the procedure of
the relative sensitivity factor approach. The authors recorded

tHe-ratios of 69 eV Au Auger intensity (N70 o Auger transi=-

4,5°4,5

tion ) to 330 eV Pd Auger intensity (MgN Auger transition)

4,5V4,5
and the ratios of 2024 eV Au Auger intensity (M5N7N7 Auger transi-
tion) to 330 eV Pd Auger intensity. The published calculations of
the surface composition did not account for the concentration de-
pendence of the backscattering factors and the mean free paths,
Let us recalculate the surface compositions using the presented
algorithm.

The values of ionization energies associated with Auger tran-
sitions chosen for analysis are taken from Sevier (1972b). The
N0, O Auger transition in gold was ascribed the ionization
7°4,5°4,5 _
energy of N, subshell for reasons discussed in section 5.1.5,

Thus, the input data are the following

Ag = 196.9665 g/mole
3 = 106.4 g/mole

Pi = 19,32 g/cm3
o = 12,02 g/ca’

z, =779

z = 46
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Eo. = 4000 eV

EA,i = 69 eV or 2024 eV

EA,j = 330 eV

Ec,i = 352 eV or 2205 eV

Ec,j = 334,7 eV N

The bulk concentrations, Xg , and the ratios Hi/HJ and Hi/Hg
are taken from table 1 of Jablofiski et al., (1977). Several
examples of the output list are shown in Appendix (fig. A-=2).
The results of calculations are listed in tables 8 and 9. They
are also shown in figs 15 and 16. The equilibrated surfaces are
substantially enriched with gold, while the sputtered alloys
seem to be enriched with palladium, The surface concentrations,
xzu » calculated by the proposed program turned out to be close
to these published by Jabloriski et al, (1977). The alloy compo-
nents differ considerably in atomic number (46 as compared with
79), and therefore the strong concentration dependence of the
backscattering factors is expected., However, all the three cor-
rections, M , r and ‘d.,.compensate, so the total correction
Fi,J is practically constant in the whole concentration range
and is close to unity; The concentrations qu calculated for
the model of uniform composition within the sampling depth are
practically identical with the uncorrected results (method 1 of
Jabiohski et al., 1977). More pronounced differences are found
between surface concentrations calculated for the model of mono=-
layer enrichment (method 2 of Jabtofski et al., 1977). However,
these differences are mainly due to the different values of the

inelastic mean free paths used in the present calculations.



Table 8. The surface and bulk compositions of the Au Pd binary

0.5976
0,8965
0.9897

Pure
metals

alloy. The experimental intensity ratios were obtained

from the relative sensitivity factor approach with
69 eV gold transition and 330 eV palladium transition

chosen for analysis. (1) The model of uniform composi-

tion within the sampling depth of Auger electrons;
(2) The model of the monolayer enrichment.

0.0682
0.311
0.478
0.701
0.931
0.992
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After equilibration

xzu (2)

0.0487
0.186
0.788
3.48
30.0

0.561

0.0803
0.250
0.585
0.862
0.982
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Table 9. The surface and bulk compositions of the Au Pd binary
alloy. The experimental intensity ratios were obtained
from the relative sensitivity factor approach with
2024 eV gold transition and 330 eV palladium transition
chosen for analysis. (1) The model of uniform composi-
tion within the sampling depth of Auger electrons;

.(2) The model of the monolayer enrichment,

P--------------------- ----------- T - - D e e e .- -y

After equilibration After sputtering

xb o o = an o =5 an - T G - G - e A D M) G G SR GED SR G GRS GU SN SN IR IR Gub GED GED GED SANAED M GE) GED GEN GED GED GED W et ettt -

s o a0 e - . e e G oo GD e G D an G an S n ED G S S w» Gull SN O W G G SR E» WD ARl T D . e SN S ey S an o a5 o

0.0990 0.00507 0.132 0.304 0.00269 0.0724 0.0

- 60T =

0.3051 | 0.0172 0.339 0.478 0.0112 0.244 0.0
0.5976 0.0693 0.673 0.901 0.0527 0.603 0.618

0.8965 | 0.457 0.931 | 1.000 | 0.238 0.872 | 0.811
0.9897 | 4.44 0.992 | 0.999 | 1.94 0.982 | 0.965
Pure 0.0340 0.0351

metals
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Fig. 15, The surface composition as a function of the bulk composition calculated for the equi-
librated AuPd alloys. Circles: the assumption of uniform composition within the sampl-
ing depth of Auger electrons; triangles: the assumption of monolayer enrichment.

(a) The surface composition calculated from the intensity ratios of 69 eV Au transi-
tion to 330 eV Pd transition. (b) The surface composition calculated from the inten-
sity ratio of 2024 eV Au transition to 330 eV Pd transition [figure taken from Jabkofi-
ski (1982)].
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Fig. 16. The surface composition as a function of the bulk composition calculated for the AuPd

alloys after extensive sputtering. Circles: the assumption of uniform composition
within the sampling depth of Auger electrons; triangles: the assumption of monolayer
enrichment. (a) The surface composition calculated from the intensity ratios of 69 eV
Au transition to 330 eV Pd transition. (b) The surface composition calculated from

the intensity ratio of 2024 eV Au transition to 330 eV Pd transition [figure taken
from Jabtofiski (1982)].
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Example 2 [ taken from JabXonhski (1981b)]. The neglect of one or
more correcting factors in quantitative analysis‘may affect signi-
ficantly the calculated surface composition. It has been shown
that the apparent surface enrichment with an element of lower ato-
mic number can be observed when the backscattering correction is

' neglected, no détter which Auger transition is taken for analysis
( Jablonski, 1978). As an example, the NiPd binary alloy has been
considered (JabZohski, 1978). Mathieu and Landolt (1975) have
found the nickel enrichment of extensively sputtered NiPd alloys.
The M_.N

sNa,sN4,5
ger transition (848 eV) were chosen for analysis. The authors

Pd Auger transition (330 eV) and LM, gMy 5 Ni Au-

calculated the surface composition assuming the uniform composi-
tion within the sampling depth of Auger electrons [eq (6.16)].
The results were corrected only for the changes in the total num-
ber of atoms in unit volume. In that case the total correction

G, defined by eq (6.16a) has the form

i

b i
G1=M/M

Similarly as Mathieu and Landolt (1975), let us calculate the
surface composition of NiPd alloy from relative intensities of
M5N4'5N4'5 Pd transition, so the index "i" is equivalent with Pd,
and index "j" with Ni, The following input data were entered to

the program

Ag = 106.4 g/mole
Ag = 58,71 g/mole
Pi = 12,02 g/cm3
Pj = 8,902 g/cm®
Zi = 46
zZ = 28
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Eo = 5000 eV
E = 330 ev

Ec = 334,7 eV

The bulk concentrations, XE , and the ratios Hi/Hi are taken
from fig. 3 of the paper by Mathieu and Landolt (1975). An examp-
le of the output data for the procedure of direct comparison |
with a standard is shown in Appendix (fig. A-~3). The present re-
sults of calculations are compared with the results of Mathieu
and Landolt (1975) in fig. 17. One can see that fhe calculated
surface composition is noticeably affected by taking into account
all three corrections. The present results indicate that there is
practically no surface enrichment in extensively sputtered NiPd

binary alloys.

Example 3, Holloway (1975b) suggested the possibility of using
Auger electron spectroscopy for measuring the thickness of one
materiai evaporated on top of the other, This application of AES
necessitates knowledge of the accurate expression relating the
inelastic mean free path to the Auger electron energy and the
atomic number of an element. The algorithm presented in section
7, using the expression of Seah and Dench (1979) to determine
the inelastic mean free paths, offers also a possibility of cal-
culating the overlayer thickness.

The proposed algorithm will be used in calculations of the
thicknesses of tungsten overlayer on mélybdenum and molybdenum
overlayer on tungsten from the experimental data of Tarng and
Wehner (1973). They monitored the relative intensity ratios

i

H /HY for different Auger transitions as a function of the expe-

rimentally determined overlayer thickness, The authors recorded
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Fig. 17. The surface composition as a function of the bulk
composition calculated for NiPd alloys after ex-
tensive sputtering from the relative intensity of
the 330 eV Pd transition. Circles: present results
obtained for the model of uniform composition
within the sampling depth of Auger electrons;
triangles: the surface concentrations calculated
by Mathieu and Landolt (1975) [ figure taken from
JabZofiski (1981b) ].
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the tungsten Auger electron peaks at 1736 eV, 350 eV and 48 eV,

and the molybdenum peak at 120 eV, These Auger peaks may be

assigned on energetig.grounds the M5N7N7, N30303, 02vv and

M5N1N2 z Auger transitions, respectively., We will determine the
]

overlayer thicknesses for each of these transitions. The calcu=-

~ lations are performed for the model of the monolayer enrichment.

" The input data for the W overlayer on Mo are the following.

(1) The Auger transition in tungsten

The indexes "i" and "j" are ascribed to tungsten and molybdenum
respectively.

A? = 183.85 g/mole

i
Ag = 95 .94 g/mole
i

= 19.3 g/cm3
Pj = 10.22 g/cm3

Zi- = 74

Zj = 42 |

E, = 5000 eV

EA = 1736 eV or 350 eV or 48 eV

Ec = 1809.2 eV or 425.,3 eV or 46.8 eV

Xg = 0.0

Hi/Hi is the ratio of the intensity recorded from the tungsten

overlayer to the intensity recorded from the pure tdngsten. These
ratios are taken from fig. 2 of Tarng and Wehner (1973). Examples
of the output data for 350 eV Auger transition are shown in ™

Appendix (fig. A-4).

(ii) The Auger transition in molybdenum

The indexes "i" and "j" refer to molybdenum and tungsten, respec=-

tively.
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A} =  95.94
Ag = 183.85
Pt = 10.22
pl = 193
Zi = 42

z, = 74

E, = 5000 eV
E, = 120 eV
E, = 227 eV
X2 = 1.0

. i

Hi/Hi is the ratio of the intensity recorded from the substrate
to the intensity recorded from pure molybdenum, These ratios are
taken from fig. 2 of Tarng and Wehner (1973).

In table 10 the experimental thicknesses are compared with
thicknesses calculated by the proposed program. Similar results
calculated for the molybdenum overlayer on tungsten are listed
in table 11. As follows from both tables, the calculated and
ekperimental values agree within 70%. Thus, the present algo-
rithm gives only the rough estimation of fhe overlayer thickness,
The deviations of the calculated thicknesses from the experimen=-
tal values are due to the differences between inelastic mean
free paths determined experimentally by Tarng and Wehner (1973)
for tungsten and molybdenum and the mean free paths resulting
from the expression of Seah and Dench (1979). These differences

reach 20-~30%.



Table 10. Comparison of experimental and calculated thicknesses of tung-

pre G ot -

Mexp

0.5
1.0
2,0
3.0

[

sten overlayer on molybdenum substrate. mexp and Mealc
.denote the experimental and calculated number of monolayers,
respectively. The ratios of Auger electron intensities,

Hi/Hi , for 1736 eV, 350 eV and 48 eV Auger transitions in W and
120 eV Auger transition in Mo are taken from the plot reported
by Tarng and Wehner (1973).
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W W : W 0
HW/HW Meale HW/HW mcalc"{ HW/HW Meale HMo/H:o Meale
1736 eV 350 eV 48 eV 120 eV
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0.089 0.68 0,159 0.58 0.192 0.37 0.820 0.40

- LTT -

0.168 1.3 0.296 1.1 0.382 0.74 0.640 | 0,80
0.316 2.7 0.508 2.3 0.665 1.6 0.389 1,6
0.460 4,6 0.682 3.9 0.826 2.7 0.210 2.6




Table 11. Comparison of experimental and calculated thicknesses of moly=
bdenum overlayer on tungsten substrate, mexp and Meale
denote the experimental and calculated number of monolayers,
respectively. The ratios of Auger electron intensities,

H,/H; , for 1736 eV, 350 eV and 48 eV Auger transitions in W
and 120 eV Auger transition in Mo are taken from the plot
reported by Tarng and Wehner (1973).
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W B | W 0
mexp Hy/Hyy Meale “ﬁwf“w Pcalc Hy/Hyy Mcalc HMo/Hmo Mcale
« - 111736 eV 350 eV 48 eV , 120 eV

e an an o= an 4 et v am an an an an - suplen an an an an an e ol . X fers om == an = an e an o» oo an o = a Sy -y an an an § b g am an an s» - oo - e e an an w - -y

- 8T1 -

0.5 0.877 0.84|} 0,791 0.71 0.736 0.48 0.219 0.45
1.0 0.769 1.7 0.649 1.2 0.556 0.80]|| 0,395 0.82
2.0 0.702 2,3 0.453 2.3 0.274 1.6 0.643 1.5
3.0 0.660 2.6 0.270 3.7 0.100 2.8 0.861 2,6




- 119 -

9. Concluding remarks

In the present work an attempt has been made to summarize the
present status in the quantitative Auger electron spectroscopy,
the considerations being 1imited to two-component polycrystal-
line systems, The recent progress in this technique enables the
construction of the universal algorithm for calculating the sur=
face composition of binary alloys from Auger electron intensity
ratios. However, the accuracy of such calculations is much lower
than in the case‘of electron probe microanalysis, despite simi=-
larities between both techniques. Large part of errors in deter-
mining the surface composition has origin in present methods for
calculating the correcting factors,

The backscattering factor for pure elements calculated from
the formula of Love et al. (1978b) deviates from published values
of r by up to 15%. The deviations seem to be smaller at relati-
vely high primary electron energies, higher than 5000 eV. For
this reason such energies are recommended for quantitative ana-
lysis. The concentration dependence of the batkscattering factor
awaits more attention in the literature. The linear dependence
of r on the mass fraction of a given element proposed in this
work results from theoretical considerations ( JabXo#ski, 1978,
1980a). The published experimental data are too scarce to verify
the postulate of linearity,

Much experimental and theoretical work has been devoted to
determine the inelastic mean free path of electrons in elements
and compounds. The formula of Seah and Dench (1979) fesulting
from the statistical analysis of the published experimental data

provides the values of the inelastic mean free path with rather
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limited accuracy, even though it is considered to be the best at
present. The expected difference between the experimental data
and the values resulting from formula of Seah and Dench is equal
to about 36% ( Hall and Morabito, 1979). There is an obvious need
for more accurate expression. To author'’s knowledge, no experi-
meﬁtal or theoretical data on the composition dependence of the
inelastic mean free path are available in the literature. The
linear dependence of d on the atom fraction assumed by Hollo-
way (1977) and Berndt et al. (1980), or the generalization of
the Seah and Dench formula postulated in the present work, has
no or little physical sense. Fortunately, the inelastic mean
free path seems to be a weak function of composition and the
above assumptions may have insignificant effect on results of
calculations.

As one can see, a knowledge of accurate concentration depen-
dence of the correcting factors is one of the largely unsolved
problems of the quantitative analysis. This problem may be some=-
what simplified when one considers the product of all matrix
dependent parameters i.e. the backscattering factor, the inelas-
tic mean free path and the total number of atoms in unit volume,
In a number of binary systems the product r d M seems to be a
weak function of concentration and the linear dependence of this
product on atom fraction may be postulated with sufficient accu-
racy (Hall et al., 1977, Hall and Morabito, 1979).

The next step in development of the quantitative formalism of
AES should be the extension of the correction procedure for the
multicomponent systems. The relative sensitivity factor approach
has already been published for multicomponent systems with consi-

derable prevalence of one of the components (Hall and Morabito,
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1979). In that case the corrections may be calculated for pure
element being in excess,
A number of other problems, already mentioned in the present

work, should be met with attention in the future:

(1) The accuracy of the measurements of the Auger electron in-
tensity should be further improved. The question of the
proper definition for the measure of the Auger electron
current still seems to be open,

(ii) The Coster-Kronig transitions need to be taken into ac-
count in quantitative analysis. In addition to the effect
discussed in section 5.1.5, the Coster-Kronig transitions
may influence the Auger electron yield due to changes in
the ionization cross-section (DuCharme and Gerlach, 1974).

(iii) An effort should be made to estimate the effect of the
surface roughness on the Auger electron intensity.

(iv) Accounting for the actual spatial distribution of Auger
electrons would certainly improve the accuracy of the me-
thod, especially in cases when the diffraction effects are
expected, i.e., the quantitative analysis of single crystals.

(v) The surface composition calculated from the ratios of Auger
electron intensities depends considerably on the model of
the surface region. A more realistic model of the surface
region is necessary that accounts for actual concentration

variations in vicinity of the surface.

Thus, much more work is still necessary to improve the accu-
racy of the quantitative Auger electron spectroscopy. However,
the usefulness of this techniques in solid surface studies and,
on the other hand, a great number of laboratories interested in

quantification of AES, assure rapid progress in this field.
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Fig. A = 1 The descriptive part of the universal pro=-
gram specifying the :i.nput data preparation

LN N N R e s N N N N e Y e N o Y e N e Ka X2 X2 X2 X2 s Xa X2 Xa Xa N3]

10
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PROGRAM SURCOM (INPUTsOUTPUT)
DIMENSION X(100)sR(100),X%5(100) '
COMMON 21429 7AAA/ AlsAJ /8BB/ ROIsKOY

..l‘.l."l.'ﬂ.G,.'lQI.lQQ{'ll'll{Q.Ql..'l'IIQ{'l'l.Q{G.{{{Q{{l{{{i{."{{{{{
'lll'l?{'l.QQ.'l{l'l'l'l'l...{{Q{..l{’ﬂ....{.{{.ilD.{ll{..{....{.{{{.{{{{‘

GENERAL INPUT DATA

.{llll...{ti.l{{.l..{{{.{GQ{{.il{..{il{..{{l’l.{.{{{l{{{{..{{..{{{

L - EXPERIMENTAL TECHNIQUE
L = 0 DIRECT COMPARISON WITH A STANDARD .
L = 1 RELATIVE SENSITIVITY FACTOR APPROACH .
K - MODEL OF THE SURFACE REGION
- K = 0 UNIFORM COMPOSITION OF THE SURFACE REGION WITHIN THE
SAMPLING DEPTH OF AUGER ELECTRONS .
K = 1] UNIFORM COMPOSITION OF THE SURFACE REGION LIMITED TO
: THE FIRST MONOLAYER .
J = PLOTTING THE RESULTS
M= 0 NO .
J=1 YES .

......QQI.I{.Q.I{.ll.l{....p....'IQQ{{{..'l{.{l{{..l{..l.l..l{l.{..{

FORMAT

ll.lll..{{ll'l...ll..l.QlQQ{l.llﬂ..'l.Q{...'l..l....l”{.‘l{{lll{{l.

READ 10sLyKeJ
FORMAT (314)
IF (L LEQ. 1) GO TO 100

.ll..l.{.{..l{GQl{l...{.l...ll{....{l.{l'll{{l{{{.{‘l{.ll{l{....{.'.
ll{.ll..{‘.l..QGQQ{..'IQQ!Q.Q{QQQQQQI.QQQQQI{l.l{...{l{..'{.{..{..‘.

DIRECT COMPARISON WITH A’STANDARD ‘

.llQ.lli.iiil.Q{.{.l‘{.....&{.Q{IG{{.{{llll{{{ll.{.{.ll.l{{.{ﬂl..’

EXPERIMENT PROVIDED THE RATIOS OF AUGER ELECTRON INTENSITY FROM
THE ALLOY TO -AUGER ELECTRON INTENSITY FROM PURE ELEMENT. THE AUGER
TRANSITION CHOSEN FOR ANALYSIS IS ASSOCIATED WITH I-TH ELEMENT .
INPUT DATA

N ~ NUMBER OF ALLOYS .

"Al « ATOMIC MASS OF 1-TH ELEMENTs G/MOLE . .

AJ - ATOMIC MASS OF J-TH ELEMENTs G/MOLE

ROI = DENSITY OF PURE 1~TH ELEMENT, G/CM#e3 ,

ROJ = DENSITY OF PURE J-TH .ELEMENT, G/CM#s3 ,

1 ~ ATOMIC NUMBER OF 1-TH ELEMENT ,

J « ATOMIC NUMBER OF J-TH ELEMENT .

E0 = PRIMARY ENERGYy ELECTRONVOLTS ,

EA = AUGER ELECTRON ENERGY CORRESPONDING TO AUGER TRANSITION

\ IN I=-TH ELEMENT, ELECTRONVOLTS , .
EC ‘IONIZATION ENERGY ASSOCIATED WITH A CHOSEN AUGER
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TRANSITIONs ELECTRONVOLTS .

X{M) « TABLE OF BULK CONCENTRATIONS, ATOM FRACTIONS.
M = 19 29 se6s 9 N o

R(M) = TABLE OF AUGER ELECTRON INTENSITY_RATIOSV
M= 19 29 s0s 3 N &

WHEN THE K = ) QPTION IS5 CHOSEN |

AN - ESCAPE ANGLE OF ELECTRONS ENTERING THE ANALYZERs DEGREES »

L T T Y e Ty T T P T T T T
FORMAT
Ly R Y L T ey T T e Y Y T S TR S I T T

READ 20N

READ 21sAlsAJsROIsROJsZIeZJ
READ 22+EOsEASEC

READ 23+ (X(I)s I=1sN)
READ 235 (R(I)s I=1eN}

IF (K .EQ. 1) READ 244AN
FORMAT (i 4)

FORMAT (4F10.592F4.0)
FORMAT {(3F8.1)

FORMAT (F7.4)

FORMAT (F6.1)

GO TO 101

BERRVBBRFVRERS OB R DRPRBRR SR REGR RN R RDG RV ARV BRRERB TR RERRRNRERB RO E NN
BERBRBRPEDRRD LR TR RFER ROV OB OR U RSB GG O RV U R IBOBREL GO R RN RSN RESRE

RELATIVE SENSITIVITY FACTOR APPROACH
T T S E YT PR Y e S e T AT TS 2 Ty Ty ey

EXPERIMENT PROVIDED THE RATIOS OF AUGER ELECTRON INTENSITY FROM
I-TH ELEMENT TO AUGER ELECTRON IN/ENSITY FROM J~TH ELEMENT ,

ENPUT DATA

N NUMBER OF ALLOYS .

Al = ATOMIC MASS OF I-TH ELEMENTs G/MOLE .

AJ = ATOMIC MASS OF J~TH ELEMENT, G/MOLE .

ROI = DENSITY OF PURE I=-TH ELEMENT, G/CHM®*#3 ,

ROJ = DENSITY OF PURE J=TH ELEMENT, G/CM##3 .

z1 ~ ATOMIC NUMBER OF I-TH ELEMENT .

ZJ ~ ATOMIC NUMBER OF J-TH ELEMENT ,

EO = PRIMARY ENERGYys ELECTRONVOLTS .

EAI - AUGER ELECTRON ENERGY CORRESPONDING TO AUGER TRANSITION IN
I-TH ELEMENT, ELECTRONVOLTS .-

EAJ = AUGER ELECTRON ENERGY CORRESPONDING TO AUGER TRANSITION IN

J=TH ELEMENT, ELECTRONVOLTS ,

ECI - IONIZATION ENERGY ASSOCIATED WITH AUGER THRANSITION IN
I-TH ELEMENTy ELECTRONVOLTS ,

ECJU =~ IONIZATION ENERGY ASSOCIATED WITH AUGER TRANSITION IN
J=TH ELEMENTs ELECTRONVOLTS .

Fig. A - 1, Continued (1)
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X{M) =« TABLE OF BULK CONCENTRATIONS, ATOM FRACTIONSSs
M = 1' 29 ses s N o
R(M) - TABLE OF AUGER ELECTRON INTENSITY RATIOSs
M = 15 29 a0e 3 N »
RP « AUGER ELECTRON INTENSITY RATIO FOR PURE ELEMENTS

WHEN THE K = 1 OPTION IS CHOSEN

AN ~ ESCAPE ANGLE OF ELECTRONS ENTERING THE ANALYZERs DEGREES »

HERHBBRPRRRBRCHRBRRRO RO ERDBB IV R D H LD R BB AR RSB RRBGRRHRCRI DB RERBERRS

FORMAT

SRV UNBRCET RO RSO R R DRV E R R B EHRE DO R BRIV B RP PRI BCRHRRLRIR AR SR RIRARBERY

READ 20sN

READ 21+AIsAJsROIIROJYZIvZJ
READ 32+EOvEAISEAJIECILECY
READ 23+ (X{(L}e I=1sN)

READ 33+ (RII)s I=1sN)

READ 33.RP

IF (K LEQ. 1) READ 24,AN
FORMAT (5F8.1)

FORMAT(E10.4)

GO0 YO 102

Ii‘.'“!l’l“*ﬂ.iIQ'.‘QQ‘Qi#lQQ.'QQQG‘“.Q*.Iﬁ*i'&.ii"‘ii’.’ﬁﬁl’ﬁ"*
FRUBRBEUPRRRE R UIRERFRRROE DRI H R R P RERGE RGN BRI EE RS RRORDBRRBHRERRRT

Fig. A - 1, Continued (ii)
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INPUT DATA °

PRIMARY ENERGY
ATOMIC MASS OF I-TH ELEMENT
ATOMIC MASS OF J-TH ELEMENT
DENSITY OF PURE I1-TH ELEMENT
DENSITY OF PURE JU-~TH ELEMENT
ATOMIC NUMBER OF I-TH ELEMENT
ATOMIC NUMBER OF J-TH ELEMENT
AUGER ELECTRON ENERGY
. CORRESPONDING TO I-TH ELEMENT
AUBER ELECTRON ENERGY
CORRESPONDING TO J-TH ELEMENT
IONIZATION ENERGY ASSOCIATED
WITH AUGER TRANSITION IN I=TH ELEMENT
IONIZATION ENERGY ASSOCIATED
WITH AUGER TRANSITION IN uU=TH ELEMENT

4000,0 ELECTRONVOLTS
196.96650 G/MOLE
106.40000 G/MOLE

19.32000 G/CM=e3

12.02000 G/CM#a3
79
46

HWwnwnnmn

69,0 ELECTRONVOLTS

33040 ELECTRONVOLTS

35240 ELECTRONVOLTS

334,7 ELECTRONVOLTS

(a)

Fig, A = 2, The list of the output data for chosen AuPd
alloys after surface equilibration:

(a) The input data.

(b) The assumption of the uniform composition
within the sampling depth of Auger elec-
trons;bulk atom fraction of gold equal to
0.5976.,

(c) The assumption of the monolayer enrichment;
bulk atom fraction of gold equal to 0.5976.

(d) The assumption of the monolayer enrichment;
bulk atom fraction of gold equal to 0.,8965.
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RELATIVE SENSITIVITY FACTOR APPROACH

UNIFORM COMPOSITION OF THE SURFACE REGION WITHIN SAMPLING DEPTH

OF AUGER ELECTRONS

NUMBER OF THE ALLOY
BULK CONCENTRATION OF 1-TH ELEMENT

MONOLAYER THICKNESS FOR PURE I=TH ELEMENT
MONOLAYER THICKNESS FOR PURE J-TH ELEMENT
MONOLAYER THICKNESS IN SURFACE REGION
MEAN FREE PATH OF AUGER ELECTRON FROUM

AUGER TRANSITION IN PURE I-TH ELEMENT
MEAN FREE PATH OF AUGER ELECTRON FROM

AUGER TRANSITION IN PURE J=TH ELEMENT
MEAN FREE PATH OF AUGER ELECTRON FROM

I-TH AUGER TRANSITION IN SURFACE REGIUN
MEAN FREE PATH OF AUGER ELECTRON FROM

J=TH AUGER TRANSITION IN SURFACE REGION
TOTAL NUMBER OF ATOMS

IN UNIT VOLUME OF PURE I-TH ELEMENT
TOTAL NUMBER OF ATOMS

IN UNIT VOLUME OF PURE J-TH ELEMENT
TOTAL NUMBER OF ATOMS

IN UNIT VOLUME OF SURFACE REGION
BACKSCATTERING FACTOR FOR

AUGER TRANSITION IN PURE I-TH ELEMENT
BACKSCATTERING FACTOR FOR

AUGER TRANSITION IN PURE J-TH ELEMENT
BACKSCATTERING FACTOR FOR

I-TH AUGER TRANSITION IN THE ALLOY
BACKSCATTERING FACTOR FOR

J=TH AUGER TRANSITION IN THE ALLOY

TOTAL CORRECTION F

AUGER ELECTRON INTENSITY RATIO

THE RATIO FOR PURE ELEMENTS

SURFACE CONCENTRATION OF I~TH ELEMENT

(b)

Fig. A = 2, Continued (1)

1
«5976

257

« 245

«253

«H72

« 904
463

950
«5907E+23
+6B03E+23
«615TE+23
1.980
1.837
1941
1945

«9942
1.280
<5490

«TO011

ATOM FRACIION
NANOME TERS
NANOME TERS
NANOME TERS
NANOMETERS
NANOMETERS
NANOME TERS
NANOMETERS
1/CMe23
1/CM#23

1/CMea3

ATOM FRACTION



'RELATIVE SENSITIVITY FACTOR APPROACH

"~ UNIFORM COMPOSITION OF THE SURFACE'REGION'LIMITED T0 THE FIRST MONOLAYER

: NUMBER OF THE ALLOY = 2
: BULK CONCENTRATION OF I-TH ELEMENT = 5976 ATOM FRACTION
E _ nouoLAvsn’rnxcxness FOR PURE I-Tri ELEMENT = = ,257 NANOMETERS
MONOLAYER THICKNESS FOR PURE JyTH ELEMENT =  ,245 NANOME TERS
| MONOLAYER THICKNESS IN SURFACE REGIUN Tom o L.255 NANOME TERS
| MEAN FREE.PATH OF AUGER ELECTRON FROM
| "AUGER.TRANSITION IN PURE I-TH ELEMENT = o472 NANOMETERS
MEAN FREE PATH OF AUGER ELECTRON FROM
" AUGER TRANSITION IN PURE J~TH ELEMENT = .904 NANOME TERS
" MEAN. FREE PATH OF AUGER ELECTRON FROM
I-TH AUGER TRANSITION IN SURFACE REGION = =  .459 NANOMETERS
MEAN FREE PATH OF AUGER ELECTRON ‘FROM ~
'J=-TH AUGER TRANSITION IN.SURFACE REGION = ,944 - = NANOMETERS
TOTAL NUMBER OF ATOMS ; :
- IN UNIT VOLUME OF PURE I~TH ELEMENT s ,5907E+23  1/Cmes3
"TOTAL NUMBER OF ATOMS
| IN UNIT VOLUME OF PURE J-~TH ELEHENT : = ,6B03E+23 1/CMse3
| TOTAL NUMBER OF ATOMS : )
| IN UNIT VOLUME OF SURFACE REGION . = ,60006+23 1/CM##3
| BACKSCATTERING FACTOR FOR .
| AUGER TRANSITION.-IN PURE I~-TH ELENENT = 1.980
| BACKSCATTERING FACTOR FOR
} AUGER TRANSITION ‘IN PURE J-TH ELEMENT = . 1.837
| ‘BACKSCATTERING FACTOR FOR .
| I1-TH AUGER TRANSITION IN THE ‘ALLOY =z 1,941
J~TH AUGER TRANSITION IN THE ALLOY = 1,945
TOTAL CORRECTION F : - ,9944
AUGER ELECTRON INTENSITY RATIO ‘B 1,280
THE RATIO FOR PURE ELEMENTS = 5490 ,
SURFACE CONCENTRATION OF I1-TH ELEMENT = ,8873 “  ATOM FRACTION

(c)

| BACKSCATTERING FACTOR FOR
Fige A = 2, €Continued (ii)



RELATIVE SENSITIVITY FACTOR APPROACH

UNIFORM COMPOSITION OF THE SURFACE REGION LIMITED TO THE FIRST MONOLAYER

NUMBER OF THE ALLOY = 1
BULK CONCENTRATION OF I-TH ELEMENT = ,8Y65 ATOM FRACTION
MONOLAYER THICKNESS FOR PURE I-TH ELEMENT = 257 NANOME TERS
MONOLAYER THICKNESS FOR PURE JeTH ELEMENT =  ,245 NANOME TERS
MONOLAYER THICKNESS IN SURFACE REGION = 257 NANOME TERS
MEAN FREE PATH OF AUGER ELECTRON FROM

AUGER TRANSITION IN PURE I~-TH ELEMENT = 472 NANOMETERS
MEAN FREE PATH OF AUGER ELECTRON FROM

AUGER TRANSITION IN PURE J=TH ELEMENT = 904 NANOMETERS
MEAN FREE PATH OF AUGER ELECTRON FROM

I-TH AUGER TRANSITION IN SURFACE REGION =  ,469 NANOMETERS
MEAN FREE PATH OF AUGER ELECTRON FROM

J=TH AUGER TRANSITION IN SURFACE REGION = .963 NANOMETERS
TOTAL NUMBER OF ATOMS N

IN UNIT VOLUME OF PURE I~-TH ELEMENT = ,53907E+23 1/CMse3
TOTAL NUMBER OF ATOMS

IN UNIT VOLUME OF PURE J=-TH ELEMENT = ,6803E+23 1/CM#e3
TOTAL NUMBER OF ATOMS

IN UNIT VOLUME OF SURFACE REGION = ,5907E+23 1/CMa»3
BACKSCATTERING FACTOR FOR

AUGER TRANSITION IN PURE I-TH ELEMENT = 1,980
BACKSCATTERING FACTOR FOR

AUGER TRANSITION IN PURE J=-TH ELEMENT = 1,837
BACKSCATTERING FACTOR FOR

I-TH AUGER TRANSITION IN THE ALLOY = 1,972
BACKSCATTERING FACTOR FOR

J=TH AUGER TRANSITION IN THE ALLOY = 1,975
TOTAL CORRECTION F = ,994]
AUGER ELECTRON INTENSITY RATIO = 7,420
THE RATIO FOR PURE ELEMENTS = L5490
SURFACE CONCENTRATION OF 1-TH ELEMENT = 1,000 ATOM FRACTION

THE MODEL OF ONE MONOLAYER SEGREGATION IS NOT VALIDs OR THE CORRECTIONS
ARE SUBJECT TO LARGE SYSTEMATIC ERRORS .

UNDER ASSUMPTION THAT SURFACE IS COVERED
BY PURE I-TH ELEMENT, THE THICKNESS
OF THE SEGREGATED LAYER IS EQUAL TO = «283 NANOMETERS
WHICH CORRESPONDS TO = lel MONOLAYERS

(d)

Fig, A - 2, Continued (iii)
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INPUT DATA

PRIMARY ENERGY = 5000.0 ELECTRONVOLTS
ATOMIC MASS OF -I-TH ELEMENT = 10640000 G/MOLE
ATOMIC MASS OF J-TH ELEMENT = 58471000 G/MOLE
DENSITY OF PURE I-TH ELEMENT = 12.02000 G/CM#e3
DENSITY OF PURE J=TH ELEMENT = 8690200 G/CM#e3
ATOMIC NUMBER OF I-TH ELEMENT B 46
ATOMIC NUMBER OF J~TH ELEMENT = 28,
AUGER ELECTRON ENERGY
- CORRESPONDING TO I1-TH ELEMENT = 330,0 ELECTRONVOLTS
TONIZATION ENERGY ASSOCIATED

WITH A CHOSEN AUGER TRANSITION = 334,7 ELECTRONVOLTS

(a)

Fig. A = 3, The list of the output data for a chosen NiPd
alloy after extensive sputtering:

(a) The input data.

(b) The assumption of the uniform composition
of the surface region within sampling depth
of Auger electrons; bulk mass fraction of
Pd equal to 0.6,



DIRECT COMPARISON WITH A STANDARD

UNIFORM COMPOSITION OF THE SURFACE REGION WITHIN SAMPLING DEPTH
OF AUGER ELECTRONS

NUMBER OF THE ALLOY 1

BULK CONCENTRATION OF I-TH ELEMENT 4529 ATOM FRACTION
MONOLAYER THICKNESS FOR PURE I-TH ELEMENT = <245 NANOME TERS
MONDLAYER THICKNESS FOR PURE J~TH ELEMENT = 222 NANOMETERS
MONOLAYER THICKNESS IN SURFACE REGION = .233 NANOMETERS
MEAN FREE PATH

OF AUGER ELECTRON IN PURE I=«TH ELEMENT = »904 NANOMETERS
MEAN FREE PATH ,

OF AUGER ELECTRON IN PURE J=TH .ELEMENT = 781 NANOMETERS
MEAN FREE PATH

OF AUGER ELECTRON IN SURFACE REGIOUN = 837 NANOME TERS
TOTAL NUMBER OF ATOMS

IN UNIT VOLUME OF PURE I-TH ELEMENT = ,6803E+23 1/CM#a3

TOTAL NUMBER OF ATOMS

IN UNIT VOLUME OF PURE J=-TH ELEMENT
TOTAL NUMBER OF ATOMS

IN UNIT VOLUME OF SURFACE REGION

«9131E+23 1/CM#2u3

«T944E+23 1/CM#&3

BACKSCATTERING FACTOR FOR PURE [-TH ELEMENT = 1,854
BACKSCATTERING FACTOR FOR PURE J-TH ELEMENT = 1,671
BACKSCATTERING FACTOR FOR THE ALLOY = 1.781
TOTAL CORRECTION G = 1.0380
AUGER ELECTRON INTENSITY RATIO = L4787
SURFACE CONCENTRATION OF I=TH ELEMENT = ,46l2 ATOM FRACTION

(b)

Fig. A = 3, Continued
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INPUT DATA

PRIMARY ENERGY
ATOMIC MASS OF I-TH ELEMENT
ATOMIC MASS OF J=-TH ELEMENT
DENSITY OF PURE I-TH ELEMENT
DENSITY OF PURE J~TH ELEMENT
ATOMIC NUMBER OF I=TH ELEMENT
ATOMIC NUMBER OF J=TH ELEMENT
AUGER ELECTRON ENERGY
CORRESPONDING TO I-TH ELEMENT
10NIZATION ENERGY ASSOCIATED
WITH A CHOSEN AUGER TRANSITION
ESCAPE ANGLE

OF ELECTRONS ENTERING THE ANALYZER

(a)

"

5000,0
183.85000
95.94000
1930000
10.22000
Tée
42,

350.0
425,3

42.3

ELECTRONVOLTS
6/MOLE

G/MOLE
G/CM##3
G/CMuw3

ELEL ynuNVOLTS
ELEQTRONVOLTS
DEGREES

Fig. A = 4, The list of the output data for the tungsten
‘ overlayer on molybdenum. The overlayer thick-
ness is calculated from the relative intensity
of 350 eV Auger transition in tungsten.

(a)The input data.

(b)The calculated thickness of 0.58 monolayer
corresponding to the relative intensity

ratio of 0.159.

(c)The calculated thickness of 1.1 monolayer
corresponding to the relative intensity

ratio of 0,296,
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DIRECT COMPARISON WITH A STANDARD
UNIFORM COMPOSITION OF THE SURFACE REGION LIMIYED TO THE FIRST MONOLAYER
NUMBER OF THE ALLOY

1

BULK CONCENTRATION OF I-TH ELEMENY = 0.0000 ATOM FRACTION
MONOLAYER THICKNESS FOR PURE I-TH ELEMENT = «251 NANOMETERS
MONOLAYER THICKNESS FOR PURE J=-TH ELEMENT = +250 NANOME TERS
MONOLAYER THICKNESS IN SURFACE REGION = 251 NANOMETERS
MEAN FREE PATH

OF AUGER ELECTRON IN PURE I-TH ELEMENT = 906 NANOME TERS
MEAN FREE PATH

OF AUGER ELECTRON IN PURE J=TH ELEMENT = «959 NANOMETERS
MEAN FREE PATH

OF AUGER ELECTRON IN SURFACE REGION = 959 NANOMETERS
TOTAL NUMBER OF ATOMS

IN UNIT VOLUME OF PURE 1-TH ELEMENT = (63226423 1/CM#»3

TOTAL NUMBER OF ATOMS
IN UNIT VOLUME OF PURE J-TH ELEMENT
TOTAL NUMBER OF ATOMS

+6415E423 1/CMEx3

IN UNIT VOLUME OF SURFACE REGION = G6360E+23 1/CM##3
BACKSCATTERING FACTOR FOR PURE I-TH ELEMENT = 1,966
BACKSCATTERING FACTOR FOR PURE J-TH ELEMENT = },805
BACKSCATTERING FACTOR FOR THE ALLOY = 1.805
AUGER ELECTRON INTENSITY RATIO = L1590
SURFACE CONCENTRATION OF I-TH ELEMENY = ,5825 ATOM FRACTION

(b)

Fig. A = 4, Continued (1)
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DIRECT COMPARISON WITH A STANDARD

UNIFORM COMPOSITION OF THE SURFACE REGION LIMITED TO THE FIRST MONOLAYER

NUMBER OF THE ALLOY = 2
BULK CONCENTRATION OF I-TH ELEMENT = 0,0000 ATOM FRACTION
MONOLAYER THICKNESS FOR PURE I=TH ELEMENT ® = «251 NANOMETERS
MONGLAYER THICKNESS FOR PURE J=TH ELEMENT = «250 NANOMETERS
MONOLAYER THICKNESS IN SURFACE REGION = «251 NANOMETERS
MEAN FREE PATH

OF AUGER ELECTRON IN PURE I-~TH ELEMENT = » 966 NANOMETERS
MEAN FREE PATH

‘OF AUGER ELECTRON IN PURE J-TH ELEMENT = «959 NANOME TERS
MEAN FREE PATH

OF AUGER ELECTRON IN SURFACE REGION = «959 NANOMETERS
TOTAL NUMBER OF ATOMS

IN UNIT VOLUME OF PURE I-~TH ELEMENT = ,6322E+23 1/CM##3

TOTAL NUMBER OF ATOMS
IN UNIT VOLUME OF PURE J=TH ELEMENT
TOTAL NUMBER OF ATOMS

«6415E+23 1/CMes3

IN UNIT VOLUME OF SURFACE REGION B ,6322E+23 1/CM##3
BACKSCATTERING FACTOR FOR PURE I-TH ELEMENT = 1.966
BACKSCATTERING FACTOR FOR PURE J~TH ELEMENT = 1,805
BACKSCATTERING FACTOR FOR THE ALLOY = 1,805
AUGER ELECTRON INTENSITY RATIO = L2961
SURFACE CONCENTRATION OF I-TH ELEMENT = 1,000 ATOM FRACTION

THE MODEL OF ONE MONOLAYER SEGREGATION IS NOT VALIDs OR THE CORRECTIONS
ARE SUBJECT TO LARGE SYSTEMATIC ERRORS

UNDER ASSUMPTION THATY SURFACE IS COVERED
8Y PURE 1-TH ELEMENT, THE THICKNESS
OF THE SEGREGATED LAYER IS EQUAL To = 279 NANOMETERS
WHICH CORRESPONDS TO = lel MONOLAYERS

(¢)

Fige. A = 4, Continued (ii)
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SURFACE CONCENTRATION OF 1=TH ELPWENT, ATON FRACTION
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Fig. A = 5, Continued (1)
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SURFACE CONCENTRATION OF [~TH ZLEWINT: ATOW FRACTION
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Fige A = 5, Continued (11)
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