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Porous media at finite strains 
The new model with the balance equation for porosity 

K. WILMANSKI (ESSEN) 

THE PURPOSE of this work is the presentation of the governing equations describing the two-<:om­
ponent porous material as the mixture with the additional field of the porosity. The additional field 
equation for this field is proposed. The governing equations are formulated in the new Lagrangian 
description. The constitutive relations under arbitrary clastic deformations of the skeleton are 
proposed. Various simplified models and their basic properties such as the propagation of sound 
waves are discussed. The work should be of interest for scientists working on continuum mechanics 
(problems with the free boundary), on numerical methods in continuum mechanics and on the wave 
propagation as the method of diagnosis of media with microstructure. 

1. Introduction 

THE THEORIES of porous materials have been developed primarily within the frame 
of soil mechanics. For granular soils (e.g. sand), clays and rocks, various engineer­
ing models were proposed to describe the flow of water or other fluids through 
the pores. The extensive literature concerning this subject as well as the intro­
duction into the nomenclature of porous media can be found, for instance, in the 
excellent classical book of J. BEAR [1] . The connection of continuous models of 
porous materials with the modern theory of mixtures is explained in the review 
article of R.M. BOWEN (2]. 

R. DE BOER [3] presents in his major historical paper not only many details 
concerning the pioneering works of Terzaghi, F illunger and some other engineers, 
who have contributed to the practical soil mechanics but he discusses also some 
new tendencies in the theories of porous media. Another practical aspect of these 
theories stems from combustion problems of granular materials which describe 
the behaviour of solid fuels. The review article on this subject has been written 
by S.L. PASSMAN, J .W . NUNZIATO, E .K. WALSH [4]. Much less has been done on 
the subject of multicomponent continua with large deformations of solids. Large 
elastic deformations which appear, for instance, in foams damping the sound 
waves or some filters in the chemical industry, were investigated experimentally 
but very little has been done from the continuum-mechanical point of view. Large 
plastic deformations, which accompany almost any loading of sands, are st ill de­
scribed by means of the one-component models and, for instance, the influence of 
the changes of porosity is usua lly entirely neglected. Even the problems of large 
static deformations with the small dynamical disturbance (e.g. diagnosis of soils 
by propagating sound waves) are understood much better from the experimen­
tal standpo int than through some theoretical description. As an example, let us 
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mention a very competent book ofT. BOURBI E, 0 . COUSSY, B. ZINSZNER, (5] who 
give the account on the wave experiments on porous materials but describe them 
theoretically by means of the old model of Biot in which the multicomponent 
character of the medium is accounted in a very poor and deficient manner. 

The purpose of the present work is the presentation of the mechanical two­
component model of the porous materials in which the skeleton may undergo 
arbitrary large elastic deformations, the fluid is inviscid but it may interact with 
the skeleton in an almost arbitrary way, and the porosity can change according 
to its own field equation. The irreversibility of processes in such a model follows 

. from the difTusion and from the pore relaxation. 
In the next section we present the necessity o f the formula tio n of additional 

equations in the theory of porous materials when compared with the usual theory 
of mixtures of the same number of components. The third sectio n is devoted to 

the brief presentation of the new consistent way of description of porous materi­
als when the reference configura tio n of the skele ton is chosen as the reference fo r 
all other components as well. Apart from the advantages of this Lagrangian de­
scription in cases of large deformations, it is a lso a very convenient starting po int 
for the numerical investigations of the model of porous media. In the fourth 
section we present the family of fields and fi eld equations fo r this L agrangian 
description of the two-compo nent poro us medium with the elastic skele to n and 
an ideal fluid compo nent. The fifth sectio n is devoted to the thermodynamic 
restrictions imposed on the co nstitutive rela tio ns assumed in the sectio n fo ur. 
The sixth section limits furth er the co nstitu tive rela tions by the assumptio n o f 
isotropy. One of the most impo rtant and ra the r surprising, very restrict ive results 
follows in this section fo r the flux in the balance equation o f porosity. In the 
seventh sectio n we discuss some possibilities o f furth er restrictio ns o f co nstitut­
ive rela tions by simplify ing the way in which the compo nents interact with each 
other. These simplifications are motivated by experimental results fo r rocks and 
granular materials. 

The presenta tion of the model is supplemented in the eighth section with the 
discussion of the dynamic compatibility co nditio ns and their conn ection with the 
boundary conditions for the porous medium. The most important part of this 
section concerns the conditions for the case o f the free outstreaming fluid which 
yields the necessity of the additio nal scala r bo undary conditio n describing the 
free boundary. 

As an example of applications of the mode l we present in the ninth section 
the analysis of the propagation conditions fo r the sound waves. It is shown that 
the model indeed describes a ll these waves which are observed in reality. We 
present as well some possibilities of the applica tion of this model to the diagnosis 
of porous media. The tenth section co ntains one o f the possible linear mo dels 
following from the general formula tion. It is shown that quas i-static solutions of 
some boundary value problems for such a linear model are identical with the 
corresponding solutions of soil mechanics. 
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2. Closure problem: constitutive relations vs. ditl'erential equations for volume 
fractions 

The main difference between the classical theory of mixtures of f1u id-like com­
ponents (miscible components) and the theory of porous materials (immiscible 
components) is connected with the existence of additional fields - a sort of in­
ternal variables - for the porous material, which describe the volume fraction 
of each component in the total microscopic control volume. For the A differ­
ent components these volume fractions must satisfy the obvious normalisation 
condition 

(2.1) 
A 

L na = 1 , 
Ot= 1 

where na denotes the volume fraction of the a -compo nent, 1 :::; a :::; A. 
This relation is sometimes called the saturatio n condition. This name stems 

from the soil mechanics in which the porous materials with pores partia lly filled 
with water are frequently considered. In such cases the a ir is not accounted for 
as the third component and the med ium is considered to be not fully saturated. 
The sum of volume fractions of the solid and of the water is smaller than one. It 
is quite obvious that it is not necessery to do so in the co nstruction of the model. 
Particularly in processes of phase transitions such as the evaporation (drying 
processes, cavitation) the role of the gaseous phase is important. This gaseo us 
component cannot be left out o f the model even if its kinematics is identical with 
this of the fluid component. 

It is easy to see that, in contrast to the class ical theory o f mixtures of miscible 
components, a theory of porous materials requires additio nal fi e ld equations. The 
co ntinuum models o f miscible components have been constructed by means of the 
partial balance equations of mass, momentum and energy for each component. 
In the Eulerian descriptio n these laws together with apppropriate constitutive 
rela tio ns we re suffic ient to yield the fie ld equations fo r the partial mass densities 
ea, the partial velocities va and the partial temperatures e a. These balance laws 
are also used in models of the immiscible components but we have to supplement 
the th eory with relatio ns for the volume fractions. 

A few solutions of this problem have been proposed. They can be divided into 
two classes: 

1) additional constitutive relat io ns are introduced, 
2) additio nal d iffe rential equat io ns in the form o f eit her evolution equatio ns 

or balance equatio ns are proposed. 
The simplest example of the model o f the first class is the model proposed by 

R.M. 13owEN [6]. I ts prototype can be fou nd in the papers o f J.J. VAN D EEMTER 
and E.R. VAN DER LAAN [7] as well as of J .O. HrNZE [8]. Also the work of R.S. 
SAMPAIO and W.O. WrLUAMS [9] is based o n the similar notio ns. In this model 
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it is assumed that the volume fractions are proportional to the corresponding 
partial mass densities 

(2.2) 1 ::; a ::; A, 

where g a R are constants. These constants are called tJUe mass densities and the 
corresponding components are called incompressible. In the Bowen's model this 
notion of incompressibility has nothing to do with the usual incompressibility of 
one-component continua. The classical incompressibility is the constraint requir­
ing the sustaining reaction forces (e.g. reaction pressure). Such reaction forces do 
not appear in the Bowen's model. There is however a reaction force due to the 
saturation condition. Namely the relations (2.2) specify all volume fractions in 
terms of partial mass densities but they cannot be arbitrary due to the constra int 
of the saturation condition (2.1). This model has been extensively applied. How­
ever the recent results concerning in particular the boundary value problems for 
dynamic processes and the relaxation properties seem to indicate that the model 
has many very serious physical flaws. 

Another model of the same class has been introduced by J .L.W. MORlAND 
[10]. He has assumed the constitutive relations describing the volume fractions. 
The model presented in the paper [11 ], concerning the two-component porous 
material belongs as well to this class. In the latter paper the saturatio n condi­
tion reduces the number of independent volume fractions to one. The additional 
constitutive relation has been proposed in a quite genera l form 

(2.3) 1r(C) = 0, 

where 1r denotes the arbitrary scalar function and C denotes the collection of all 
constitutive variables of the model. The thermodynamic considerations as well 
as the construction of the boundary value problems for such a model have been 
presented in the above mentioned paper. No practical applications have been 
made as yet. 

Recently the much more sophisticated version of such a model is being inves­
tigated by J. BLUHM and R. DE BOER (see: [3, 12]). It is based on the semi-micro­
scopic considerations referring to the " true" components. The local configuration 
of each component is assumed to be described by the so-called realistic deforma­
tion gradient p:rR which is mapping the material vectors of the a -component from 
the reference configurat ion to the current configuration. These gradients are not 
assumed to be integrable. However one assumes that there exists the supplemen­
tary gradient p:rN which combines with the realistic deformation gradient into 
the integrable partial deformation gradient P" of the a -component 

(2.4) 
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The constitutive relations are assumed to hold for the objective combination 
of the realistic deformation gradients 

(2.5) 

In particular these relations define the constitutive relations for volume frac­
tions and the saturation condition becomes again the constraint. It has been 
shown that in some particular cases this model describes the phenomena which 
have been observed in the experimental soil mechanics. Moreover the model 
seems to be an appropriate starting point for the description of anisotropic struc­
ture of pores. Nothing has been done yet in this direction. 

It should be mentioned that the models of this class do not describe the 
pore relaxation processes because the volume fractions are controlled by other 
macroscopic deformation variables. 

Within the second class of the models, the most commonly used one seems to 
be that started by the M.A. GOODMAN and S.C. CowrN [13] who have proposed 
an additional balance equatio n for a scalar quantity with a rather obscure phys­
ical interpretation. This equation is called the balance of equilibrated forces and 
in various versions it has been extensively used to describe the two-component 
granular materials (e .g. see: J .W. NUNZIATO, E.K. WALSH (14], D .S. DRUMHELLER, 
A. BEDFORD (15), A. BEDFORD, D.S. D RUMHELLER (16], S.L. PASSMAN [17), S.L. 
PASSMAN, J .W. NUNZIATO, E.K. WALSH [4]). In particular the results for the com­
bustion problems (solid fuels) indicate that such a model is quite reasonable in 
spite of its rather unclear microscopic foundations. 

The same sort of the model has been investigated by J. BLUHM, R. DE BOER 
and K. 'WILMANSKJ [18]. They have considered the model with balance equations 
for true mass densities e a R. These were not assumed to be constant any more 
as it was the case for the "incompressible" model of Bowen. The purpose of 
this work was however solely to show that the incompressibilities in the Bowen's 
model, if considered in the same way as in the classical continuum mechanics, 
yield the structure of the partial stress tensors which eliminates some flaws of the 
original Bowen's model. The local properties of this model have been investigated 
in order to check the appearance of sound waves. It has been proved [19] that the 
so-called Pl- and P2- longitudinal waves may appear as required by experimental 
observations if very specific constitutive restrictions on fluxes are satisfied. 

Another type of the model in this class has been introduced by R.M. BowEN 
[20] who postulates the evolution equation for each volume fraction. This pro­
cedure is quite common in thermodynamic theories with internal variables (e.g. 
macroscopic theories of mixtures with chemical reactions). It yields the sponta­
neous pore relaxation. 

It should be mentioned that most of the above models admit large deforma­
tions of the skeleton. Although these have not been investigated in the above 
quoted papers, the problem has been recognized rather early. Some of its aspects 
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were mentioned, for instance, in the early papers of J.E. ADKINS [21] and A.E. 
GREEN and J .E. AoKINS [22]. These works do no t contain however any proposi­
tions concerning the changes of volume fractions. An extension of these works 
under the Bowen's " incompressibility" assumption has been proposed by J . KUBIK 
[23]. His work contains also many references connected with the problem of large 
deformations. 

In the present work we shall discuss in some details a new version of the 
two-component model with the balance equation for porosity. It will be shown that 
the model easily admits large deformations of the skeleton (the solid component 
of the porous medium). Simultaneously it compl ies in the limit cases with the 
early engineering models of soils and rocks. The semi-microscopic motivation 
and thermodynamic details can be found in the paper [24]. A brief presentat ion 
of these arguments is contained in the Appendix to this paper. 

3. Lagrangian description 

The continuous theory o f mixture with Ouid components relies usually on the 
Eulerian description of the motion of components, similarly to the classical Ouid 
mechanics of the single component. In the case of one solid component such 
as the skeleton of the porous medium this me thod is also possible but no t very 
convenient. Namely, to describe the large de forma tions of the skeleton in the 
Eulerian way we have to introduce the defo rmation gradient F5 of the skeleton 
as the field in the space of ac tual configurations and then use the integrability 
condition for this gradient as the additional tensorial fi e ld eq uation (e.g. see: 
[25]). The attempts to use the mixed description - the Eulerian one fo r the fluid 
components and the Lagrangian one for the solid components (see: R.M. BOWEN 
[2]) - does no t seem to be appropriate either. It yields certain basic technical 
difficulties in the evaluation of the second law of thermodynamics and, most 
important of all, it is not suitable for the analysis of the boundary value problems. 
In the latter case, the field equations must be first transformed to the same 
independent variables - either Eulerian or Lagrangian and this transfo rmation 
leads again to the technical difficulties apart from the fact that the problem can be 
formulated in the uniform description from the very beginning. In addition, the 
numerica l analysis based on the finite element methods is simplified considerably 
when we use the same reference configuration for all components to define the 
spatial (Lagrangian) independent variables. 

The most natural choice of such a reference configura tion is the configura­
tion of the skeleton for which its deformation gradient is the identi ty. Then the 
description of the deformation and of the kinematics is Lagrangian as in the 
nonlinear mechanics of solids. It remains to clear the question how to describe 
the fluid components in such a reference. This question has been answered in 
[11] (see also [26] for many details) where the two-component porous material 
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lhas been considered. We present here briefly these results limiting the further 
considerations of this work to the two-component porous materials as well. The 
extension to the cases of larger number of components is straightforward. 

Let us begin with the motion of the skeleton. In the Lagrangian description 
it is given by the function of motion 

(3.1) X E B , 

where x denotes the current position of the material point X of the skeleton, £ 3 

is the three-dimensional Euclidean space of motion and B denotes the reference 
configuration of the skeleton which, for the purpose of this work, can be identified 
for instance with the real configuration of the skeleton at the instant of time 
t = t0 . Then the deformation gradient and the velocity of the skeleton are defined 
as follows 

(3.2) ~(X, t) = Gradx5 (X, t), x'5 (X, t) = ~s (X, t). 

In the case of the fluid component described in the Eulerian way, the kine­
matics is given by the velocity field defined on the current configuration 

(3 .3) ? = vF(x, t), 

It is rather obvious that the kinematics of the fluid is defin ed solely within the 
domain of the current configuration of the solid x5 (B, t). We are not interested 
in the motion beyond this domain except for the phenomena appearing on the 
boundary of the skeleton. This problem shall be discussed in the sequel. We 
proceed to transform the relation (3.3) into the Lagrangian description of the 
skeleton. Let us concentrate the attention on the material point of the fluid which 
occupies the position x at the instant of time t. For the small time increment Llt 
the position of this material point is given by the relation 

(3.4) x(t + Llt) = x(t) + vF(x(t) , t )Llt ::= x(t) + F5 (X , t)L1X + x'5 (X, t)Llt , 

where 

(3.5) 
X ::= X(t) = X 5- 1(x(t), t) , 

L1X = x 5 - 1(x(t + Llt) , t + Llt) - X S-l (x(t), t). 

The second part of the relation (3.4) follows certainly from the fact that the 
material point of the fluid has changed the material point of the skeleton X with 
which it had shared the position at the instant of time t into the material point of 
the skeleton X+ L1X, as indicated in the relation (3.5) (diffusion!). Consequently, 
after easy manipulations in (3.4) we see that the image of the material point of the 
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fluid in the reference configuration of the skeleton B moves with the following 
velocity 

(3.6) 

X'F(X, t) = lim LlX = F5- 1(x'F- x'5), 
Llt~O Llt 

x'F = vF(x5(X, t), t). 

We call this velocity the Lagrangian velocity of the fluid component. It is obvious 
that this velocity together with the velocity of the skeleton and with the deforma­
tion gradient of the skeleton, determines uniquely the usual Eulerian velocity of 
the fluid component vF. H ence both ways of the description of kinematics of the 
fluid component are equivalent. However the Lagrangian way has the advantage 
that all fields a re defined in the same domain B. 

4. Field equations 

We proceed to specify the basic fields of the two-component model and the 
appropriate field equations. We limit our attention solely to isothemwl processes. 
Then the processes in the skeleton are described by the initial mass density e5 

which is assumed to be constant (independent of the position in B- homogeneous 
material) and by the function of motion x5 ( · , • ). In addition to this vector field 
for the skeleton, the process in the porous medium is described by the vector 
field of the Lagrangian velocity X'F( ., .) as well as the mass density of the fluid 
component and the volume fract ion of the fluid. We have to find the Lagrangian 
representatio n for the last two fields. 

Tqe usual current mass density of the fluid component ei(x, t) satisfies the 
following mass conservation law 

(4.1) V Pt c x 5 (B, t): :l j ei dv = 0, 
p , 

where Pt is material with respect to the motion of the fluid. lt has been assumed 
that there are no mass sources which could appear in the case of the exchange of 
mass between components. The above relation can be easily written in the image 
on the reference configuration B of the skeleton. Namely 

V P c B : .!!.__ j eF dv = j fJeF dv + j eFx'F · Nds = 0 
dt at ' 

p p &P 
(4.2) 

dv = JS-I dv , 

where 

(4.3) 
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and 8 P denotes the boundary of the set P , m aterial with respect to the fluid 
component. The presence of the surface integral is certainly co nnected with the 
fact that the image of fluid on B changes in time according to the field of the 
Lagrangian velocity of the fluid component. 

It remains to introduce the representation fo r the volume fractions. It can be 
done, for instance, by the consideration of the true mass densities defined by the 
relations (2.2). If these are going to have the meaning of the mass densities then 
they have to transfo rm in the same way as {}F in the relation ( 4.3), i.e. 

(4.4) 

where {}FR and {}rR denote the reference value and the current Value of the true 
mass density of the fluid component, respectively. The implication in the relation 
(4.4) ·follows, certainly, from (4.3). Co nsequently, we have the fo llowing relation 
for the volume fraction of the skeleton 

(4.5) 

In the above relation the saturation condition for the two-compo nent porous 
medium has been used. The volume fraction of the fluid component nF is fre­
quently called the porosity of such a medium and it is denoted by n, as indicated 
in ( 4.5). According to the above choice of the transformation rules preserving 
the geometrical meaning of the volume fractions, the porosity in the Lagrangian 
description is identical with that in the Eulerian description. 

The above considerat ions yield the following set of fields which must be de­
termined by the mechanical model of the two-component porous medium 

(4.6) X E B, 

where V 8 is the e ight-dimensional vecto r space of values of the fi elds. 
For these fi elds we have to fo rmulate the fi eld equations. As usual we shall 

make use of the co nservation laws. Obviously, the conservation of mass of the 
solid component is identically satisfi ed in the Lagrangian description. The local 
conservation of mass of the fluid component follows easily from the equation 
( 4.2). We obta in 

(4.7) 
{) F 

e n· F x 'F- o 7i/: + IV{} - . 

The balance laws o f momentum for bo th components are no t conservation 
laws due to the interaction of components in the relative motion (diffusive force). 
We write first the integral fo rm of these laws. Namely 

~ J e5 x'5 dv = f P5 N ds + J (p" + L_:/b5
) dv 

P 8P P 
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for VP c B - material with respect to skeleton, 

(4.8) :t J (}FXIF dv = f p FN ds + J(- p* + gFbF) dv 

P 8P P 

for VP c B - material with respect to fluid, 
where P5 and pF denote the partial Piola-Kirchhoff stress tensors related to the 
reference configuration of the skeleton. They are related to the Cauchy stress 
tensors of the current configuration by the relations 

(4.9) 

T 5 and T F being the partial Cauchy stresses in the skeleton and in the fluid 
component, respectively. 

The vector p* denotes the momentum source (diffusive force) resulting from 
different velocity fi elds of the components. These, in reali ty, two sources for two 
momentum balance equations diiier solely in sign as required by the continuum 
theory of mixtures. 

The vector N is the unit vector o rthogonal to the boundary [)p and oriented 
outwards. 

In any regular point of the domain B, the above balance laws yield the fol­
lowing local equations 

(4.10) 

[) 1$ 
es_x_- DivPS = p* + esbs' ot 

:t ( f2 F x'F) + D iv(f{ x'F ® X'F- pF) = - p· + t{bF. 

These equations and the mass balance fo r the fluid component (4.7) form 
the basis fo r the formulation of field equations if supplemented with constitutive 
laws. However we are still missing one equatio n for the eight fi elds ( 4.6). This is 
the closure problem which we have presented in Sec. 2. As indicated already we 
solve it by adding the balance equation for the porosity n . The semi-microscopic 
motivation of this equation can be found in the paper [24] and in the Appendix. In 
the present work this equation can be considered on the purely phenomenological 
footing (see as well: [27]). Namely we assume 

(4.11) on n · J - + IV = V at ' 
and call J the flux of porosity and v the source of porosity. Their physical meaning 
shall be presented in the sequel (see, also: [27, 28]). 

In order to formulate the fi eld equations we have to introduce the constitutive 
relations for the following constitutive quantities 

(4.12) 
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where the Piola- IGrchhofi stress tensors were multiplied by the deformation 
gradient for the objectivity reasons. We do not need to discuss this problem in the 
present work because it does not differ from the same problem of the nonlinear 
continuum mechanics of single-component media. However it is worth noticing 
that the vector J is also assumed to be independent of the observer which can 
be easily done in the Lagrangian description as we see further in this work. It 
is connected with the fact that the Lagrangian velocity is independent of the 
observer being defined by means of the relative velocity (see: (3.6)). 

Further in this work we consider the simplest possible two-component porous 
medium for which it is assumed that the skeleton is elastic and the fluid is ideal. 
This certainly does not mean the reversibility of processes which are influenced by 
the diffusion and the sources of porosity, both these factors yielding dissipation. 
In terms of our fields the collection of constitutive variables in such a case is as 
follows 

(4.13) C = {nF n CS X'F} 
~ ' ' ' ' 

where C5 denotes the right Cauchy - Green deformation tensor of the skeleton. 
Finally we have the following constitutive relations 

(4.14) Z = Z (C) , 

all these functions being assumed to be twice co ntinuously differentiable with 
respect to all arguments. 

Equations ( 4.7), ( 4.10) and ( 4.11) together with the constitutive relations ( 4.14) 
form the closed set of eight field equations for the eight fi elds ( 4.6). It remains 
to formulate the boundary and initial conditions to obtain the initial-boundary 
value problem for the set of differential equations. We shall discuss the boundary 
conditions after the presentation of some thermodynamic admissibility conditions 
for the constitutive relations ( 4.14) which are as yet almost arbitrary except for 
the above mentioned mathematical regularity conditions. 

5. Thermodynamic restrictions 

We proceed to present the restrictions of the above described constitutive 
relations following from the assumption that the processes must satisfy the second 
law of thermodynamics. 

Any solution of the field equations is called the thermodynamic process. Ac­
cording to the second Law of tlzemwdynamics, the thermodynamic process is ther­
modynamically admissible if the following inequality 

(5.1) 
s 8'PS F (arpF 1F F) S 8FS 

e Tt + e Tt + X · Grad .P - P · 7it 

_pF • Gradx'F - FST p*· X'F ~ 0 
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is identically satisfied. In the above inequality IJ!5, if! F deno te the partial H elmholtz 
free energies o f components. These are assumed to be the constitutive quanti­
ties, i.e. 

(5.2) IJ!F = IJ! F (C). 

The simple derivation of the inequality (5.1) from the entropy balance equa­
tions and the entropy inequality fo r isothermal conditions can be found, for in­
stance, in the work [11 ]. 

In the standard way we eliminate now the constraint on solutions of the in­
equality (5.1) that it should ho ld solely fo r the thermodynamic processes. Namely 
we introduce the Lagrange mul tip liers fo r the fie ld equations and require that 
the inequality 

(5.3) s fJif!s F ( fJif! F x'F G d If! F) ps fJFs 
f2 7ft + f2 7ft + · ra - · 7ft 

_ pF • G rad x'F - FST p* · X'F 

-Ae ( fJ(]F + D iv (] FX'F) - An ({)n + DivJ- v) 
fJt {)t 

s ( s fJx's · s .. s s) - L · g 7ft - D1v P - p -(] b 

- LF. (%l (oF x'F) + D iv (oF x'F 0 x 'F - p F) + p* - (]FbF) :::; 0 

should hold for arbitrGiy fields. The mul tipliers are functions of the same consti­
tutive variables as all o th er constitutive functions, i.e. 

(5.4) 
Ae = Ae(C), 

L5 = F5 L6 (C), 

An = An(C), 

LF = F5 L{;(C). 

The solutions of the above inequality are constructed in two different ways. 
In early 60-ies B.D. C OLEMAN has proposed the method in which it was assumed 
that the class of volume fo rces was large eno ugh to accomodate arbitrary changes 
of the other terms in the momentum balance equations. This means that these 
equations do not constrain the class of so lutions o f the entropy inequality. In 
such a case 

(5.5) 

However, if the class of volume forces is not large enough (e.g. if b5 = bF 
as it is the case fo r the gravita tional forces), the inequality must be explo ited 
by the absence of these fo rces. This has been investigated fo r the first time by 
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I. MOLLER in 70-ies. It can be easily shown that the second way is less restrictive 
for the multicomponent media and both methods yield the same results for the 
single-component continua. 

For the purpose of this work we rely on the COLEMAN'S method. Consequently 
the results remain on the safe side as far as the thermodynamic restrictions are 
concerned. 

Bearing in mind the constitutive relations ( 4.14) and (5.2) and making use of 
the chain rule of differentiation in (5.3) we obtain the inequality which is linear 
with respect to the following derivatives 

{ 
aeF On F {)X'F S 1F} 

(5 .6) at' at' Grad e ,Gradn,8t, GradF , GradX . 

Consequently the inequality can hold for arbitrary fields solely in the case when 
the coefficients of these derivatives vanish. We arrive at the set of the following 
identities 

(5.7) 

(5.8) 

There remains the residual inequality which defines the dissipation V of the 
process 

(5 .9) 

The above relations determine the Lagrange multipliers, relate partial stress 
tensors to the partial Helmholtz free energies and to the flux J and introduce cer­
tain additional restrictions on the constitutive relations. We do not try to exploit 
these results in their full generality and restrict our attention to the particular 
case of the isotropic porous media. This is the subject of the next section. 
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6. Isotropy 

The assumption of the isotropy does not seem to limit the applicability of the 
present model very considerably because we have already assumed the porosity to 
be described by the volume fraction . Such an assumption eliminates any influence 
of the geometrical an isotropy of the pore structure from the model. In this respect 
the full isotropy assumption concerns solely the mechanical responses of the 
skeleton and reactions to the relative motion. 

The constitutive relations for scalar functions of the isotropic medium must be 
invariant with respect to an arbitrary orthogonal transformation of the reference 
configuration. In our model there are three scalar functions (see: ( 4.12) and (5.2)) 

(6.1) 

and these functions of constitutive variables (4.13) satisfy the above requirement 
if they depend on these variables solely through their invariants 

(6.2) 

where 

(6.3) 

Ciso = { t/, nF , I, IT, III, IV, V, vr} , 

I= 1· C5 
' 

ill = det C5 := J SZ, 

V= C5• (X'F ® X'F) , 

II = ~(12 - 1 · C52
) , 

IV=X'F·X'F, 

VI = csz. (X'F ® X'F). 

Simultaneously the model contains two vector constitutive functions for which 
the general isotropic representation is of the following form 

(6.4) 
J = («Po1 + «1>1 C5 + PzC52 )X'F, 

F ST p• = (7ro1 + 7rlCS + 7rzCS2)X'F. 

In the above relations the coefficients are arbitrary isotropic scalar functions, i.e. 

(6.5) a=0,1, 2 . 

Further we do not need the isotropic constitutive relations for the partial stress 
tensors because these follow from the identities (5.8) whose right-hand sides are 
determined by the isotropic scalar and vector functions. 

Bearing in mind the thermodynamic relations (5.6) and (5.7) as well as the 
symmetries of the partial Cauchy stress tensors T 5 , TF we obtain the following 
results. 
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The flux in the balance equation for the porosity must be parallel to the 
Lagrangian velocity X'F 

(6.6) 

The dependence of the Helmholtz free energies and of the coefficient 4>0 on 
the invariants is restricted by the relations 

s BIP 5 
n B!l>o 

f! BgF + A BgF = 0, 

pBIPF -An B!l>o = 0 
f! BAt BAt ' 

At= n, I, II, IV,VI, 

(6.7) F ( pBIPF BIPF) 
g f! B gF + 2III {)JII 

n tTrr [ F B ( Po ) B ( Po ) ] - A viii f! [)f! F Jlli +2III[)III vTif =0, 

where the multiplier 11n is given by the relation (5 .7)2. Simultaneously 

(6.8) A2 =IV, V, VI. 

The Piola - IGrchhoff partial stress tensors have the following form 

The proofs of these relations a re rather technical; they are based on the spec­
tral representation of the deformation tensor and of the Lagrangian velocity. 
They shall not be quoted in the present paper. The details can be found in the 
work [25]. 
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In spite of the complexity of the above relations, some important properties 
of the isotropic model are immediate ly seen. 

First of all the relations (6.6) yield the considerable simplification of the addi­
tional fi eld equation ( 4.11) of the model. The collinearity of the flux of porosity 
and of the relative Lagrangian velocity of components couples the diffusion pro­
cesses with this surface mechanism of changes of the porosity which is absent in 
the models based on the evolution equations fo r porosity. This property simplifies 
as well the problem of an additional boundary condition which is necessary for 
this field equation in the fully nonlinear case of the present model. The latter 
problem shall not be discussed in this work. 

Simultaneously the scalar coefficient fl>o in the relation for the flux J plays 
the crucial role in the "static" coupling between the components. This "static" 
coupling is understood as the description of the interactions between components 
reflected by the dependence of the free energy of the fluid f[JF on the deformation 
of the skeleton through the invariants I, Il, liT of the Cauchy- Green deformation 
tensor, as well as the dependence of the free energy of the skeleton 1[! 5 on the 
mass density of the fluid gF. The former is easily seen in the relations (6.7)2,3 
and the latter in the relations (6.7) 1• The additional most important "static" 
coupling is reflected by the dependence of both partial free energies on the 
current values of the porosity n . The dependence on n of at least one of these 
energies is necessery for the non-triviality of the relation (5.7)2 for the multiplier 
An. This mult ip lier is solely responsible for the addit ional static interaction terms 
in all relations quoted above. For instance in the case of lack of diffusion, the 
vanishing multiplier An would yie ld the classical relation for the stress tensor in 
the one-component ideal fluid and the classical relation for the stress tensor in 
the one-component nonlinear elastic solid. In addit ion, all these interactions of 
components are described by the model independently of the fact whether the 
particula r process is connected with the relative motion of components or not. 

The above relations for stresses show also a rather complicated influence of 
the relative velocity on the mechanical respo nses o f the two-component medium. 
Quite clearly this influence is at least quadratic. This means that the small difTu­
sion velocity yields primarily the explicit linear dependence of the difTusion forces 
(momentum source) p· and of the porosity flux J on this velocity, and the partial 
stresses contain solely the influence of the static interactions of components. In 
such a case the partial Cauchy stress tensor for the fluid component is reduced 
to the spherical form (pressure!). 

Let us finally mention that the residual inequality (5.9) is in the isotropic case 
of the fo llowing fo rm 

(6.10) 

Obviously the first term of this dissipation inequality describes the dissipation 
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due to the diffusion, and the second one - due the changes of porosity caused by 
the source v in the field equation o f porosity. In the thermodynamical equilibrium 
the relative velocity as well as the porosity source must vanish. These are the two 
mechanisms of the thermodynamical relaxation in the present model. 

Let us briefly review the above results for the general case. The thermodynamic 
admissibility and the isotropy reduce the constitu tive problem of the model to 
the fo llowing scalar constitutive functions 

(6.11) 

which, in general, may depend on the consti tutive variables (6.2) and are subject to 
the conditions (6.7), (6.8) as well as (6.10). The vector fluxes and the stress tensors 
are then determined by these functions thro ugh the appropriate differentiation. 
Further in this paper we discuss some possibilities of the effective construction 
o f these functions for certa in real porous materials. 

7. Simplified nonlinear models 

The purpose of this section is the construction o f some simplified models 
based on the general considerations of the sixth section. We shall not discuss all 
important particular cases because the research on this subject is still in progress. 
We want solely to illustrate the connection of the general mechanical model 
of large de fo rmations o f the porous two-component medium with some o ther 
models whose range of applicabil ity is more restricted and with observations of 
some real ma terials. 

We begin with the assumption that p rocesses devia te not too far from the 
thermodynamical equilibrium. The latter is defined as the state with the vanishing 
dissipation. According to the inequali ty (6.1 0) we have in such a state 

(7.1) X'FI E = 0, vi E = 0, ___, niE = no = const. 

The above assumption means then th at the relative velocity of components is 
small and the deviation of the po rosity from the homogeneous initial state no is 
small as well. In this approximation 

v = - N (rlaiJ!s + rf awF ) 
gF fJn fJn ' 

N = N (no , I, IT, III, gF) ~ 0, 
(7.2) 

and the functions 7l'o, 11' " 11'2 must be dependent on the same variables as N . 
Simultaneously the state o f the thermodynamical equilibrium is the state in 

which the dissipation reaches its minimum. Consequently 

(7.3) iJ
2 

( s,,is F,r,F) I 0 a 2 (! ~ + (! ~ n = n o > . 
n 
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Bearing in mind the identities (6.7) in the first approximation of the deviation 
from the state of equilibrium, we obtain after easy calculations 

(7.4) 

where 

(7.5) 

and 

.r,S _ .r,S 1,Tt5 ( )2 
'i' - Y'O + 2'i'2 n- no ' 

.r,F _ .r,F 1,r,F( )2 
'i' - 'i'O + 2Y'2 n -no ' 

Po = [! (no) + 4>6 (n - no)] /ill, 

IJ!~ = IJ!~ (no , I , II, Ill), 

tl = gFur-1/2, 

,,, F ,, F ( F) 
Y'O = 'i'O no, L>t , 

(7.6) 
n- no v= - -- , 

T 

F 
T = g_ ( nSI[!S + nFI[!F)- 1 - N r:: 2 r:: 2 , 

F 

Jl.n = :N(n- no). 

The material parameter T has the interpretat ion of the relaxation time of the 
porosity and, according to the condition (7.3)2 of the stability of the thermodynamic 
equilibtium, it must be positive. It creates the damping of the acoustic waves in 
addition to the damping connected with the di!Tusion . 

Simultaneously 

(7.7) 

~ S aiJ!f gF JirlaP6 = 0 
2g agf + rN Dof ' 

~ 81[!{ _ _ l_ JllfD9'>6 = 0 
2 8A3 rN DA3 ' 

A3 =I, II, III. 

It is convenient to use furth er the spatia l representatio n of the constitutive 
variables and function s. In order to do so we introduce the current mass density 
gf, the left Cauchy- Green defo rmatio n tensor n5 and the real relat ive velocity w 

(7.7)' 

The invariants I, II, Ill are certainly identical for the tensor n5 with those 
of the tensor C5 , and the invariants IV, V, VI are immaterial under the present 
simplifying assumption of the small devia tio n from the thermodynamical equilib­
num. 

The partial Cauchy stress tensors, re lated to the Piola- IGrchhofi stress tensors 
by the rela tions ( 4.9), are in this case given by the following relations 

(7.8) 
T 5 = I 1B5 + I 01 + I _ lB- 1

, 
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where 

(7.9) 

and 

(7.10) F _ ( F)2 fJtJ!{ pn- no 
P - flt fJ F + I f! -N · 

flt T 

We have used the relations (7.5) and neglected terms quadratic in the deviation 
of the porosity n from its equilibrium value no. The latter causes the symmetry 
of interactions in the partial stress tensors. 

The similarity of the relatio ns (7.8) to the classical rela tio ns fo r nonlinear 
elastic materials and for the ideal fluids is, certainly, only apparent. The response 
coefficient Io depends in the present case not on ly on the deformation invariants 
I, IJ, Ill, as it is the case in the classical o ne-component model but also on the 
mass density fli and on the porosity n . Simultaneo usly the pGitial pressure in 
the fluid pF depends no t only on the current mass density fli but also on the 
invariants I, II, Ill and on the porosity n . Crucial for this coupling of components 
is the presence of the constant 1 which is the part of the flux of porosity as well 
as the presence of the two additional material parameters r and N, both of them 
connected with the changes o f porosity. 

Let us finally mentio n two o ther simplified models which may have the prac­
tical bearing on the soil mechanics. In both models we assume the linearity with 
respect to the difTusion velocity. 

The first one follows from the assumption that the balance equation for the 
porosity (4.11) reduces to the evolution equation which describes the changes of 
the porosity alo ng trajectories of the fluid. Then 

(7.11) !l>o ~ n , i.e. !(no) = no , cPb = 1, liT ~ 1. 

In such a case the identities (6.7) yield 

tJ! s = tJ! 5(n0, I , II, liT), 

(7.12) I]!F = tfJ F (no, fl; , ~), ~ = n J S-1, 

An = 
pfJtJ!F 

fl t a· 
~ 
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and the partial Cauchy stress tensors have the form 

(7.13) 

TF = - (nF)2 __ + nF--n 1 
[ 

81JrF 81JrF l 
e:-t 8 F e:-t af\. · 

(}t 

Hence the interaction of components is not symmetric in this case. The changes 
of porosity influence the stresses in the fluid but not in the skeleton. 

The second simplified model follows from the assumption that the evolution 
equation of porosity is carried by the skeleton, i.e. 

(7.14) rP0 ~ 0. 

According to the identities (6.7) we obtain then 

(7.15) 

and the partial Cauchy stresses are 

(7.16) 

Consequently the interaction of components is again non-symmetric. The changes 
of porosity influence solely stresses in the skeleton through the dependence of 
the free energy 1Jr5 on the porosity. 

We rest here as far as the discussion of the construction of nonlinear models is 
concerned. In the next section we present briefly the boundary conditions which 
are necessary to pose the mathematical problem for the field equations. Some 
physical properties of various models will be discussed in connection with the 
wave propagation. 

8. Boundary value problems, permeable boundary of the skeleton 

The set of field equations for the fields ( 4.6) requires - similarly to the mix­
ture theory - two vector conditions on the boundary, connected with the vector 



http://rcin.org.pl

POROUS MEDIA AT FINITE STRAINS 611 

equations following from the momentum balance laws and, in general, one scalar 
condition for the scalar balance equation of porosity. The latter may not appear 
in particular cases when the coefficient of the flux of porosity 4>0 is identical with 
n itself. It is easy to show that it may appear at least in two cases. The first one 
concerns the skeleton whose interactions with the fluid vanish entirely from the 
Helmholtz free energy 1[1 5 as discussed in the previous section. This seems to 
appear for some rocks in the range of moderate porosities. The second one fol­
lows from the relation (7.4)3 as the approximation of the small volume changes 
of the skeleton: Ill ~ 1, ! (no ) = no and cJ>b = 1. In both cases the stress tensor 
in the skeleton does not contain contributions from the fluid - it is indeed purely 
elastic. We skjp here the details justifying these assumptions in some practical ap­
plications whose main purpose is to estimate the order of magnitude of the new 
material parameters. We shall accept them however in examples to be considered 
further in this paper. The general case has not been considered as yet. 

In addition to the above boundary conditions one has to describe the motion 
of the free swface if the fluid flows out of the porous skeleton and the boundary 
is identified with the boundary of the skeleton. We proceed to present some 
elements of these problems. 

Let us begin with the so-called dynamical compatibility conditions. These are 
the jump conditions for fields and their functions which follow from the general 
balance equations in the limit on singular surface. The derivation is standard and 
we shall not present here any details. 

In order to simplify the considerations let us assume that the surface is material 
with resJ?ect to the skeleton. This means that its velocity is identically zero in the 
Lagrangian image used in the work. The general case has been considered in the 
paper [11 ]. Then the mass balance for the skeleton does not yield any non-trivial 
conditions. The mass balance of the fluid ( 4.2) leads to the following relation 

(8.1) 
mF = (pFX'F)- . N = (pFX'Ft . N, i.e. 

[[ ... ]] = ( ... t - ( ... )-, 
where ( ... )- is the limit of the expression in parenthesis from the negative side of 
the surface (this is the internal side of the surface if the surface is the boundary), 
and( ... )+ is the limit from the positive side (the exterior for the boundary) for the 
other quantity. The quantity mF describes the amount of the mass of the fluid 
which flows through the unit surface in the unit time. According to the above 
condition, the mass is neither produced nor does it sink on the surface. Such 
surfaces are called ideal. 

The momentum balance equations .(4.8) yield the following conditions 

[[P5 J] · N=O, 

[(PFJ] N = mF [[x'FJ]' 
(8.2) 
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where the first condition does not dill e r from the classical Poisson 's condition of 
continuity of the stress vector in the skeleton. The presence of the right-hand 
side in the relation for the fluid means that due to the non-material character of 
the surface, it is not the ideal surface for the fluid with respect to the convective 
transport of momentum. 

The surface balance for porosity is determined by the equation ( 4.11) which 
holds for an arbitrary regular point but can be easily written in the integra l 
form and then extended to hold also in the limit on the singular surface. The 
corresponding jump condition is then of the form 

(8.3) 

We shall not discuss this problem any further in this work. 
We proceed now to formulate the bo undary conditions for the boundary of 

the skeleton on which the external load is given and the boundary is permeable 
for the fluid. Many details concerning this problem as well as its applications in 
the weak formulation and numerical codes for the two-component porous media 
can be found in the work of W. KEMPA [30]. 

The first vector boundary condition follows from the assumption that the 
external load, say 4xt. is given on the boundary of the skeleton oB. We assume 
tha t this load is taken over by the resultant stress vector of both components on 
the positive side of the bo undary, i.e. 

(8.4) 

where the sum of the dynamic compatibility conditions (8.2) has been used. Apart 
from the limits of fi elds from the interio r, this relation contains as well the un­
specified quantity (x'F)+. We relate this vector to a scalar quantity in the sequel 
(Eq. (8.6)t)· 

In order to expose the most essential feature we consider the second vector 
condition under the additional assumption that the Cauchy stress tensor in the 
fluid is spherical, i.e. we neglect the higher order contributions of the relative 
velocity. In such a case we can assume that the tangential component of the 
relative velocity is continuous on the boundary o f the skeleton and the fluid does 
not flow tangentially to the skeleton in the exterior. In the Lagrangian description 
we have then 

(8.5) 

Solely two components of this vector are independent. For this reason we need 
in addition one scalar condition. We formulate this condition assuming that the 
flow of the fluid mF on the boundary of the skeleton is controlled by the pressure 
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difference between the fluid inside of the porous material (pF)- and the pressure 
of the surrounding Pext· Consequently 

(8.6) 

[[x'FJ] = (CS- 1. (N 0 N))1/ 2mF [[ i?1F ]] n, 

mF2 [[ i?~ ]] = -J5 C5
-

1
• (N 0 N) [flf ]] , 

mF = - O:()Jcxt- PF- ) , 

where the relation (8.4) has been accounted for, as well as the following relations 
for the unit vector n normal to the boundary in the current configuration [11] 
and for the pressure in the fluid have been used 

(8.7) 

and the parameter o: is constitutive. If this parameter as well as the mass density 
(i?F)+ and the pressure Pcxt were known, the relations (8.6) would complete the 
formulation of the boundary value problem. We shall not go into any further 
details referring an interested reader to the work [30] . Let us solely notice that 
the constitutive relation for the boundary (8.6)3 does not contain any influence 
of the pressure gradient projected on the normal to the boundary. Sometimes 
it seems to be necessery to have this type of condition. The linear combination 
of the jump of pressure and such a normal derivative would yield the boundary 
condition similar to that appearing in the heat conduction problems with the 
boundary characterised by its own thermal conductivity. 

9. Acceleration waves in two-component media 

The model constructed above in this paper contains a number of constitutive 
quantities which must be measured in experiments. In the case of porous materials 
such experiments are usually of the two different types. Either the measurements 
are done by means of devices which are in contact with real components or 
they are delivering the mean quantities in which the contribution of separate 
real components is not clearly specified. To the first type belong, for instance, 
the measurements of true mass densities of components separated from each 
other or the measurements of the real pore water pressure. The most important 
class of measurements of the second class are the measurements of speeds of 
propagation and the attenuation of acoustic waves in porous materials. The waves 
propagate in the multicomponent porous media and they deliver an information 
on the whole system rather than on separate real components. Many examples 
of such measurements can be found in the book of T . BOURBIE, 0. Coussv, 
B. ZINSZNER (5] . 



http://rcin.org.pl

614 K . WrLMAI':,SI<I 

In this section we present the most fundamental properties of acoustic waves 
described by the present two-component model. We follow here the papers [19, 
27, 28]) where also the extensive discussion and the comparison with the experi­
mental data can be found. 

Within the continuum mechanics the acoustic wave is defined as the so-called 
weak discontinuity wave in which the mo tion and the velocities are continuous and 
the accelerations suffer the jump on a singular surface. This surface is assumed 
to be orientable and it is called the wave front. It moves through the material 
with the speed of propagation of the wave. 

According to the above definition we assume in the case of the two-component 
medium the fo llowing relations to hold on the wave front of the acoustic wave 

(9.1) [[n]] = 0. 

Under these conditions the so-called iterated geometrical and kinematical com ­
patibility conditions yield 

[[p51] = 0, [[X'
5

] ] = 0, [[gFJ] = 0, 

[[Ps 1] N = 0, [[PFJ] N = 0 , 

[ [ a;:s ]] = aSU2 
' 

[[Grad Fs ]] =as 181 N 181 N , 

[ [ a~s ]] = -Uas 181 N , 

(9.2) 

[ [ a;:F]] = aFU2 [ [Grad x'F]] = - UaF 181 N , 
' 

[[Grad X'FJ] = (U - X'F • N)FS-t as 181 N - UFS- laF 181 N , 

[[a;;]] = - Ur, [ [Grad gF]] = 1·N , [ [ ~1: ] ] = - U n , 

[[Grad n]] = nN , 

where N denotes the unit normal vector to the wave front and as , aF, r and n 
denote the so-called amplitudes of discontinuity of the acceleration in the skele­
ton, the acceleration in the fluid, the fluid mass density gradient and the porosity 
gradient, respectively. The speed of propagation of the wave front is denoted by U. 

In order to find the speed of propagation U and the relation between the 
direction of the amplitude and the direction of propagation, it is now sufficient 
to evaluate the limits of field equations on both sides of the wave front. This 
evaluation for the mass balance in the fluid ( 4.7) and fo r the balance equation of 
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porosity (4.11) yield 

rU ( 1 - x:f ) - eFu ( 1- X :f) Fs- r . (a5 ® N) 

+eFUFS-T • (aF ® N) = 0, 

(9.3) nU ( 1- a;o X:f ) - ~:~rXt' - 2Xt' g~~ . (FST a5 ® N) 

-fPoU ( 1 - X :f) pS-T • (a5 ® N) + fl>oUpS- T • (aF ® N) = 0, 

xt = x'F·N . 

In most cases o f the p ractical bearing the relative velocity of components is 
much smaller than the smallest speed of propagation of the acoustic wave. For 
this reason we can make the simplifying assumption 

(9.4) 

the usual order of magnitude of the left-hand side is w-4 . If all other terms in the 
relations (9.3) are of the same o rder of magnitude then we have approximately 

(9.5) 

H ence the amplitudes o f the mass density gradient in th e fluid and the am­
plitude of the po rosity gradient are determined by the ampli tudes o f the accel­
eration. They do not yield the ir own waves and are carried by the other sorts o f 
waves. This would not be the case if we did not make the simplifying assumption 
(9.4). A rather unusual type o f waves appears if we make a better approximation 
(see: [28]) but there is no experimental evidence that such waves do indeed exist. 

We proceed now to investigate the mo mentum balance equations (4.10) from 
both sides of the wave front. We limit the attention to the case of small relative 
velocities for which the Cauchy stress tensor in the fluid is sphe rical (see: (7.2)). 
Then bearing in mind the simplification (9.4) and the remaining constitutive as­
sumptions we obtain easily 

(9.6) 
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where 

(9.7) 

This tensor of the second order is called the acoustic tensor in the classical theory 
of acoustic waves in single-component nonlinear elastic materials. Its eigenvalues 
determine the wave speeds, and its eigenvectors - the relation of the directions 
of amplitude to the directions of propagation in this classical case. It is not so in 
the case under considerations. 

Let us notice that the second relation (9.6) implies that the amplitude aF must 
be parallel to the vector n which is given in the current configuration by the rela­
tion (8.7) and which is perpendicular to the wave front. Consequently the waves 
carrying the discontinuity of the acceleration in the fluid must be longitudinal. 

It is also easy to check that the amplitude a5 can have an arbitrary di rection. 
As pointed out in the work [27), these solutions o f the set of algebraic equations 
(9.6) determine three types of acoustic waves: two longitudinal so-called P l - and 
P2-waves and one transversalS-wave. 

We shall discuss some properties of these waves fo r the linear model in the 
next section. However it is important to stress that a ll three waves are observed 
in porous materials. The fastest one is the Pl-wave. It propagates, for instance, in 
soils with the speed 3 - 5 krn/s. The second fas test is the transversal wave carried 
primarily by the skeleton. The slow P2-wave (Diot's wave) has, for instance, in 
so ils the speed 0.5 - 1.5 km/s. These speeds as well as other properties of the 
waves (for instance - atten uation) are dependent on the deformation of both 
components and on th e current porosity. This delivers the in situ methods of 
diagnosis of porous materials by propagating acoustic waves and measuring the 
arrival time and amplitudes of various sorts of waves. To a certain extent such 
methods are already used, for instance, in geology. The difficulties are connected 
with the analysis of the available data for which the o ld models of porous materials 
were not adequate. 

10. Linear models, some simple analytical considerations 

For the purpose of illustration we close this work with a few remarks con­
cerning the linear version of the model. It is obvious that the construction of any 
analytical solution of the fully nonlinear boundary value problem shall be almost 
impossible. We can expect, however, that the numerica l codes shall be developed. 
The work on this subject is already in progress. For this reason it is convenient to 
have some simple hints from the linear and simplified problems in which we do 
not have to eliminate the artefacts connected with the numerical approximations. 
We consider now a few examples of such problems. 
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Let us consider the case in which the fo llowing assumptions are satisfied 

(10.1) 

Es := ~(Cs - 1), 

sup II Es ll ~ 1, 
x ,t 

sup I f!F ~ f!b I ~ 1, 
x ,t f!o 

IIEs ll = sup IEs • (n 0 n) J, 
n,lnl=l 

sup I .::1 I ~ 1, .::1 = n - no , 
x,t no 

617 

where f!b and no denote the constant initial values o f the mass density of the 
fluid and of the porosity, respectively. 

Under these assumptions the constitutive relations for the source of porosity 
(7.11) and for the partial stresses (7.2) become 

(10.2) 

.::1 
v = - - , T = r(n0 ) , 

T 

Ts = >.s (Es ·l) l + 2ttsEs , 

T F = - pF l , 

J(F = KF(no), N = N (no). 

In the above relations we have used the assumption mentioned in the section 
on the boundary conditions and concerning the form of the flux <Po. Namely it 
has been assumed to be equal to the porosity n itself. In the linear model this 
assumption yields the constant flux of the value n0 . The coupling of stresses is 
then one-sided: the stress in the skeleton is independent of the presence and 
properties of the fluid in pores. 

The fi elds in this case 

(10.3) 

where us is the displacement of the skeleton, are described by the following fully 
linearized set of field equations 

(10.4) 

ogF + gFDiv(vF) = 0 
at 0 

' 

8 .::1 . F .::1 8t + noDtv(v ) = - -;:, 

azus 
gs -

2
- = (>. s + ;.ts )Grad Div(us ) + ftsDiv Grad(us ) + 1r3w + gsbs, at 
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(10.4) 
(cont.) 

~ F ( F ) puV .· F F no(!o eo-= -Grad A e + --Ll 
8t rN 

8u5 
W = ~- -- at ' 

where 

(10.5) 

We can now make the analysis of the propagation condition of acoustic waves 
completely explicit. We obtain the following equations for the amplitudes 

(10.6) 

r + eb aF • n = 0, 

n + noaF • n = 0, 

Consequently the amplitudes of the mass densi ty gradient r and the amplitude 
of the porosity gradient n are not connected with their own waves - as it was 
already the case in the nonlinear problem. The amplitude of the acceleration wave 
in the fluid possesses solely the normal component and the speeds of propagations 
are given by the following relations 

(10.7) 

us - ~ 
L - V ------es-

us - r;;s r-y-gs 

u[ = 
~---

2 
J(F + no 

rN 

longitudinal Pl-wave, 

transversal S-wave, 

longitudinal P2-wave. 

Hence the measurements of these three speeds of propagation deliver immedi­
ately three relations for the material parameters in function of the porosity no. 
These data are easily available and we show further a numerical example. 

In order to analyze the attenuation of waves it is easier to consider a one­
dimensional example of the monochromatic wave. Let us denote by vF the 
x-component of the velocity of the fluid, by vs - the x-component of the ve­
locity of the skeleton and by £s - the extension of the skeleton in the x-direction. 
These three quantities together with f!F and Ll fully describe the one-dimensional 
process. We look for the solution of the set of field equations in the following 
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form 

(10.8) 

rf = et{' + cRF exp('i(wt - k*x)), 

vF = cVF exp('i(wt- k*x )), 

vs = cV s exp(i(wt- k* x )), 

Ll = cD exp(i(wt- k*x )), 

cs = cE s exp(i(wt- k* x )), 

where e{{',RF, VF, v s, D , E s are constants and 

(10.9) 0 <c«: 1. 
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In the above relations the frequency w denotes the real frequency of the 
monochromatic wave which is considered to be given. The wave number k* is 
assumed to be complex. Namely 

(10.10) k* = k + ia, 

where k is the inverse of the wavelength and a denotes the attenuation of the 
wave. 

Substitution of the re lations (10.8) in the field equations yields the following 
dispersion relation for the monochromatic waves 

(10.11) 

which is the equation for k* as a function of w. It is easy to check that the limit 
case of almost empty pores for which we can neglect the influence of diffusion 
yields the frequency-dependent speeds of propagation of two difTerent types of 
waves corresponding to the two longitudinal waves discussed above. Moreover 
the limit w -+ oo yields the same speeds of propagation as before. 

As far as the attenua tion coefficient a is concerned we obtain the following 
relation 

(10.12) 
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where 

(10.13) 
k 

Q = 2a' 

K. WILMANSKI 

is the so-called the quality factor of the monochromatic wave (see: Sec. 3.3.3. 
of [5]). Hence the relaxation time r for the porosity is indeed o ne of the two 
parameters describing the attenuation of waves. The second one is the classical 
diffusion coefficient 1r3. The quality factor is also easily attainable to the mea­
surements. This yields the possibility of measuring the additional parameter r of 
the model discussed in this section. 

In order to illustrate the above considerations we present the numerical results 
for the Massillon sandstone. For the porosity n0 = 23% and the water saturation 
Sw = 0.1 % we have the following experimental data [5] and the results of the 
wave analysis 

Measurements: Uf ~ 3.1 x 1oJ m/s U[ ~ 0.9 X 103 m/S 1000 = 40 
Q 

for w = 2 x 103 Hz 

Uf ~ 1.6 X 1cP m/s Uair ~ 0.3 X l cP m/s e5 ~ 2.4 x 1cP kgj m3 

Results (the AS = 10.776 JL S = 6.144 f(F = 0.9 rN = 7.347 T = 3.699 
wave analysis): x 103 MPa x lcP MPa x 1<? m2 f s2 X 10-S s2 j m2 x w-~ s 

These values check well with the available experimental results obtained by 
the standard methods of measuring the material parameters. 

In addition, the above simple examples justify to a certain extent the assump­
tions made in the nonlinear model. For instance the measurements of the speeds 
of the P1-wave in many rocks show that they are almost independent of the wa­
ter saturation in pores. It means that these speeds do not react to the art of the 
substance in the pores - they are independent of 12F and Ll. This justifies for such 
materials the assumption of independence of the free energy of the skeleton of 
the mass density of the fluid and of the changes of the porosity which we have 
mentioned in the section on the boundary conditions. 

We complete this section with another standard example stemming from the 
soil mechanics (see: [29] for further details). First of all let us notice that the 
equations (10.4)1,2 can be combined in the following way 

{) Ll Ll no {) 12 F 
- + - = - --
{)[ r 126 at · (10.14) 

If the mass density 12F were known, we could find the changes of porosity from 
this equation. Consequently the formal solution can be written in the form 

(10.15) Ll = ;; { eF - e~ e _,,, - ~ i eF (x, ~vu-">' dry } . 
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As expected, the equation fo r porosity yields a sort of memory effect which 
in the linear theory is described by the Boltzmann integral. It means that the 
present value of the po rosity depends no t only on the present value of the mass 
density but also on its past history. The influence of the past history is, however, 
mo dified by the exponential function. H ence, in the first approximation, we can 
neglect these effects entirely. We obtain 

(10.16) 

Substitution of this relation in Eq. (10.14) shows immediately that this equation 
is satisfied solely in the case o f the infinite relaxation time. In such a case there is 
no dissipation due to the changes of porosity. The po rosity changes according to 
the change of the mass density o f the fluid. The similar property appears under 
the assumption of the incompressibili ty o f real materials of components which 
has been discussed by R. n owEN [6]. However in contrast to the work o f n owen, 
in our case it is o nly the app roximation which does not lead to any reaction fo rces 
on constraints. 

Bearing in mind the above approximation we solve now the one-dimensional 
quasi-static consolidation problem which has been solved for the first time by 
Frohlich in 1938 within the frame of the Terzaghi model of consolidation. Namely 
we consider the compression of the semi-infinite p rism of the porous material 
fi lled with water with the free fl ow of the water through the boundary x = 0. The 
external pressure Pa is a tmospheric and the loading is given as the body force on 
the skeleton 

(10.17) 

where H(·) is the Heaviside distribution and b(·) is the Dirac distribution. The 
constant q is the load in the directio n o f the x-axis. 

Simple manipulations of the field equations yield the following set of equations 
for the pressure p F and the no rmal component of the stress a 5 in the direction 
of the x-axis 

(10.18) 

M qb(t )b(x ), 

oas O]JF --- = - qll(t)b(x ), ox ox 
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where 

(10.19) 

The equations (10.18) can be easily solved. For instance, we obtain the fol­
lowing result for the so-called hydraulic gradient i 

(10.20) 
(2JiH) . 1 ( x'2) -- t = - exp --

Mq y'ti 4L' ' 

I D 
t = t JI 2 ' 

X 
x' = ­- I/ ' 

and H is a constant with the dimension of length. 

7 

6 

5 

'I 

3 

2 

1 

0 
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 

F IG. 1. Time changes of the hydraulic gradie nt i for xf if = 0, 0.25 and 0.75. 

This solution is shown in the Fig. 1 for various values of the depth. The result 
complies quantitatively with the results obtained for the model of Terzaghi for 
times shorter than app. 1.5. 
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For large times the decay in the present model is much slower even though 
both solutions approach zero for the infi nite time. This is most likely the result 
of approximations applied by Frohlich. 

The above results allow also to find the last material constant of the linear 
model - the coefficient of diffusion 1r3. Consequently the model can be used in 
the practical applications to describe processes of small deformations and small 
changes of porosity. Little is known abo ut the constitutive functions for nonlinear 
cases. This is however also the de ficiency of the experiments which are ava ilable 
at the present time. 

11. Final remarks 

The simple examples of the last section have demonstrated how strong must 
be the simplifying assumptions to lead to the classical resul ts of the theory of 
porous materials. Almost nothing has been done yet as far as the solutions for 
large deformatio ns are concerned. At the present stage of research there seems 
to be a good chance for obtaining the fi rst numerical results in the case of purely 
mechanical processes in materials with the elastic skele ton and the ideal flu id. 
However even in this case there are no mathematical results available and the free 
boundary may yield difficul ties connected with the existence of classical solutions. 

Even less developed are the models combining the large deformations with 
non-mechanical variables. Particularly important are here the non-isothermal 
problems. There exist already the fi rst attempts to incorporate these effects, par­
ticularly in connection with the phase transformations (e.g. drying processes in 
ceramics). The situation is, however, no t very satisfactory. The thermal variables 
connected with the problem of free bo undaries yield difficul ties with the con­
struction of the model which wo uld conta in physically measurable quantities (e.g. 
see [11 ]). 

On the other hand there seems to be no doubt that the modern continuum 
theory of mixtures of immiscible components is the only possibility to obtain the 
mathematical models of porous materials. The purely structural theories may 
deliver some important hints concerning, fo r instance, transport coefficients but 
they are hardly in the position to be applicable in numero us engineering prob­
lems of geology, chemistry, acoustics e tc. independently of the capacity of future 
computers. The new chance for the continuum theories is certainly connected 
with the unified Lagrangian descriptio n of all components. Its application in this 
work has shown that the relatively complex model can be handled without many 
technical difficulties and the first experience with this description in numerical 
methods also indicates considerable simplifications. 
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Appendix: Motivation of the equation for porosity (4.11 ) 

In this Appendix we present the brief semimicroscopical motivation of the 
balance equation for the porosity (4.11). Mathematical details of the derivation 
of this equation are rather involved due to the lack of smoothness. We discuss 
them elsewhere [24] . 

It is assumed that the skeleton, the solid compo nent of the porous medium, 
is a continuum on the semimicroscopical level of observa tion. This means that 
each point X of the macroscopical manifold B is connected with a certain time­
dependent microstructure M x which is schematically shown in Fig. 2. 

a) b) 

c) 

F I G. 2. The semimicroscopical mechanisms yie lding the changes of porosity. The centre o f the 
magnify ing glass is located in all three cases a t the same po int X; a) initial microstructure, 
b) changes of microstructu re due to the pore relaxatio n (m icromotio n and microsourccs), 

c) changes of microstructure d ue to the macroscopical flux (motion o f microstructure 
relative to the macroscopical skele ton). 

The instantaneous geometry of this microstructure is established by the real 
solid body Brcal embedded for each instant of time in the three-dimensional 
Euclidean configuration space R 3. The hull which is identical with the closed 
boundary surface of the geometrical three-dimensional fi gure M x (the frame of 
the magnifying glass in Fig. 2) is now shifted over the configuration space and the 
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average properties of the part of the real body contained in the interior of the 
hull are prescribed to the point of the space R 3 coinciding with a chosen internal 
point of Mx (the centre of the magnifying glass in the simple example of Fig. 2) 
and occupied at the same instant of time by the material point X of the skeleton. 
For simplicity one assumes that the shape of the hull does not change in time. 

This type of the volume averages are used quite commonly in the theories of 
bodies with microstructure. For instance the volume averages of material prop­
erties of composites are calculated in this way. In the theory of porous materials 
with diffusion processes there are also numerous attempts in this direction (e.g. 
F. D OBRAN [31], W.A. GRAY, S.M. HASSANIZADEH [32], J. BEAR, Y. BACHMAT 

[33]). None of them seems to be yet effective and reliable enough to yield the 
macroscopical model without any need for additional macroscopical constitutive 
relations. For this reason we use the above described construction solely to mo­
tivate the equation for the porosity. 

Instead of constructing averages in the configuration space n3 we use the 
procedure on the reference configuration B of the macroscopical skeleton. This 
corresponds with our Lagrangian approach. 

We seek the equation describing the volume changes of the part of the real 
skeleton which at a given point X E B and at a given instant of time t lies inside 
the hull of the figure M x. The arbitrary point Y from M x can be described by 
the location vector 

(A.1) Y =X+ cZ , X E B , Y EMx, 

where c is the small parameter of the order of the cubic root of the ratio of the 
volume of microstructure to the characteristic macroscopic volume. If we denote 
by H(., t) the characteristic function of the real skeleton contained in M x 

(A.2) H(Y, t) = { ~ for Y belonging to the domain o f the real skeleton, 

otherwise, 

then the porosity is defined by the relatio n 

(A.3) 1 - n(X, t) = : c j H(Y, t) dif, 
M x 

ifc = j dV = const , 

M x 

where ifc is sometimes called the control volume of the averaging. 
We want to find the time changes of the porosity. The changes of the micro­

scopic geometry of the real skeleto n are due to the two factors: 
• The redistribution of the real solid material in the domain M x due to 

its microscopic deformation. This may follow from the compressibility of the real 
material and/or from the microscopic motion of the skeleton inside of this domain 
which shifts the solid material to the parts of the pore space. Such processes are 
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not controllable on the macroscopical level and yield the pore relaxation processes. 
They are schematically shown in Fig. 2b. The material of the real skeleton in the 
microscopic configurations of Fig. 2a and 2b (the interior of the magnifying gla~s) 
is the same but its distribution within M x has changed due to the above described 
mechanisms; 

• The flux of the real material through the hull of the microstructure into the 
neighbouring regions of the real body. This is demonstrated in Fig. 2c by the shift 
of the real material relative to the magnifying glass whose centre still lies in X. 

The balance equation for the whole microstructure describing these changes 
of the geometry has the form 

(A.4) :t j H(Y, t) dV = f H(Y, t)v~al • n dA + j H(Y, t) dV, 

Mx Mx Mx 

where v~al denotes the velocity field for the points occupied in the microstructure 
by the real skeleton. This field is highly singular and usually cannot be integrated 
to describe any smooth trajectories (see: [24]). The operations performed on the 
above equation, which must be understood in the distributional sense, require cer­
tain additional smoothing procedures which we do not present in this Appendix. 
The vector n is the outward normal vector of the boundary of the microstructure 
8Mx and H(Y, t) is the intensity of the source of the domain occupied by the 
real skeleton. The latter is due to the changes of the volume of the real skele­
ton in the microstructure caused by the changes of the real mass density of the 
skeleton (see: Fig. 2b ). 

The surface integral in (A.4) can be transformed into the volume integral 
under the above mentioned smoothing procedures. Subsequently we apply the 
multiscaling indicated by the relation (A 1) and obtain 

(A.5) f H(Y, t)v~al' n dA = Div x j 'H (X, Z, t)v~al (X, Z, t) dVz 

Mx M x 

+ c j Divz ('H(X, Z, t)v~a1 (X, Z, t)) dVz, 

Mx 

where the difierentiation and integration with respect to the microvariable Z 
has been separated from the difierentiat ion with respect to the macroscopical 
Lagrange variable X. 

The first term on the right-hand side of this relation describes the macro­
scopical flux of the porosity defined by the relation (A.3). Simultaneously the 
second term follows from the microscopical motions of the real skeleton within 
the microstructure and contributes to the pore relaxation processes - indepen­
dently of the fact whether the real components are assumed to be compressible 
or incompressible. 
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Consequently, if we introduce the notation 

- J(X, t) = :c {11i(X, Z, t)vf~ 1 (X, Z, t)dVz}, 

(A.6) - ii(X , t) = :c { £1 Divz1i(X, Z , t)vf"' (X , Z, t) dVz} 

< {1 R(X,Z,t)dV+ 
we obtain from the equation (A.4) the balance equation of the porosity (4.11). 

The above considerations must be considered solely as the clarification of 
certain microscopical mechanisms yielding the "internal" variables and the mo­
tivation of this balance equation and not as its derivation because, apart from 
the above mentioned smoothness problems, the relations of this Appendix are 
not effective if we do not have the full set of microscopical field equations. The 
problem must be still closed by constitutive relations and this is obviously simpler 
on the macroscopical level as we have done in the paper. 
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Double-diffusive convection in compressible fluids 
with suspended particles in porous medium 

R. C. SHARMA (SHIMLA), TRILOK CHAND (NALAGARH) 

and V. K. BHARDWAJ (SHIMLA) 

T HE ooum.E-DIFFUSIVE convection in compressible fl uids wi th suspended particles in porous me­
dium is considered The suspended particles are found to have destabilizing effect whereas stable 
solute gradient, rotation and compressibili ty have stabil izing effect on the system. The medium 
permeability has a destabilizing effect in the absence of rotation but has both stabilizing and 
destabil izing effects in the presence of rotation. The stable solute gradient and rotation are found 
to introduce oscillatory modes in the system which are non-existent in their absence. 

1. Introduction 

THE PROBLEM of thermosolutal convection in flui ds in a porous medium is of im­
po rtance in geophysics, soil sciences, ground-water hydrology and astrophysics. 
The development o f geothermal power resources holds increased general interest 
in the study of the properties of convection in po rous media. The scientific im­
portance of the fi eld has also increased because hydrothermal circulation is the 
dominant heat transfer mechan ism in the development of young oceanic crust 
(LISTER [3]). G enerally it is accepted that comets consist of a dusty "snowball" o f 
a mixture of frozen gases which, in the p rocess of their journey, changes from solid 
to gas and vice-versa. The physical properties of comets, meteorites and interplan­
etary dust strongly suggest the importance of porosity in the astrophysical context. 
A mounting evidence, both theoretical and experimental, suggests that D arcy's 
equation provides an unsatisfactory descrip tion of the hydrodynamic conditions, 
particularly near the boundaries o f a po rous medium. BEAVERS et al. [10) have 
experimentally demonstrated the existence of shear wi thin the porous medium 
near surface, where the po rous medium is exposed to a freely flowing fluid, thus 
forming a zone of shear-induced flow field. The D arcy's equation however, cannot 
predict the existence of such a boundary zone, since no macroscopic shear term is 
included in this equation (JOSEPH and TAO [11 ]). To be mathematically compatible 
with the Navier - Stokes equations and physically consistent with the experimen­
tally observed boundary shear zone mentioned above, Brinkman proposed the 

in troduction o f the term ~ \l2V in addit ion to - ( :
1

) V in the equatio ns of fluid 

motion. The elaborate statistical justifica tion of the Brinkman equations has been 
presented by SAFFMAN (12) and LUNDGREN (13]. STOMMEL and F EDOROY (14) and 
LrNDEN [2] have remarked that the length scales characteristic of double-diffusive 
convecting layers in the ocean could be sufficiently large for E arth's rotation to 
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become important in their fo rmation. Moreover, the ro tation of the E arth disto rts 
the boundaries of a hexagonal convection cell in a fluid flowing through a porous 
medium, and the distortion plays an important role in the extraction of energy in 
the geothermal regions. B RAKKE [1] explained a double-diffusive instability that 
occurs when a solution of a slowly diffusing pro tein is laid over a denser solution 
of more rapidly diffusing sucrose. NASON et al. [5] found that this instability, which 
is deleterious to certain biochemical separations, can be suppressed by rotation in 
the ultracentrifuge. SCANLON and SEGEL [6] have studied the efiect of suspended 
particles on the onset of thermal co nvection. 

The conditions under which convective motions in double-diffusive convec­
tion are important (e.g. in lower parts of the E arth's atmosphere, astrophysics 
and several geophysical situations) are usually far removed from the considera­
tion of a single component fluid and rigid bo undaries and therefore, it is desirable 
to consider a fluid acted on by solute gradient and free boundaries. The com­
pressibility and suspended particles are important in such situations. SHARMA and 
SHARMA [7] and SHARMA and VEENA KuMARI [8] have considered the thermoso­
lutal convection in porous medium under varying assumptions of hydrodynamics 
and hydromagnetics. 

Keeping in mind the importance in geophysics, astrophysics and various ap­
plications mentioned above, the thermosolutal convection in compressible fluids 
with suspended particles in a porous medium, in the absence and presence o f a 
uniform rotation, separate ly, has been considered in the present paper. 

2. Formula tion of the problem and perturbation equa tions 

Consider an infinite horizontal, compressible fluid-particle layer of thickness 
d bounded by the planes z = 0 and z = d in a porous medium of porosity c: 
and permeability k1. This layer is heated from below and subjected to a stable 
solute gradient such that steady adverse temperature gradient {3( = ldT I dzl) and 
a solute concentration gradient {J'( = ldC I dz l) are maintained. 

Let f2, J.l, p and V( u , v, w) deno te respectively the density, viscosity, pressure 
and filter velocity of the pure fluid; Vd(x, t) and N (x, t ) denote filter velocity and 
number density of the particles, respectively. If g is acceleration due to gravity, 
J( = 61r eve:' where c:' is the particle radius, V d = (l , r, s ), x = ( x, y, z ) and 
A1 = (0, 0, 1), then the equation of motion and continuity for the fluid are 

(2.1) 12 [f)V 1 ] (J.l 2 J.l ) ]( N - -+ - (V· 'V) V = - \lp - egAJ + - \7 -- V+ - (Vd- V), 
c: at c: c: k1 c: 

(2.2) (c: :t + V·\7) 12 + e\l ·V = 0. 

Since the distances between particles are assumed to be quite large co mpared 
with their diameter, the interparticle rela tions, buoyancy fo rce, Darcian fo rce and 
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pressure force on the particles are ignored. Therefore the equations of motion 
and continuity for the particles are 

(2.3) 

(2.4) 

Let c,, cp, Cpt. T, C and q denote respectively the heat capacity of fluid at constant 
volume, heat capacity of fluid a t constant pressure, heat capaci ty of particles, 
temperature, solute concentration and "efiective thermal conductivity'' of the 
clean fluid. Let c~, c~1 and q' deno te the analogous solute coefficients. When 
particles and the fluid are in thermal and solute equilibrium, the equations of 
heat and solute conduction give 

(2.5) 

(2.6) 

aT 
[gc,£ + £> 3 C3 (1 - £)] Bt + gc,(V•'\J)T 

+mN Cpt ( £ :t + v d' '\J) T = q'\J
2
T, 

[ec~£ + es c~ (l - £)] ~: + ec~(V· '\J)C 

+m.Nc~1 (£ :t + Vd·'\J) C = q'"J
2C, 

where £>3 , c3 are the density and heat capacity of the solid matrix, respectively. 
S PIEGEL and V ERONIS [9] have expressed any state variable (pressure, density 

or temperature), say X, in the fo rm 

X = Xm + Xo(z) + X'(x, y, z, t), 

where X m stands for the constant space distribution of X, Xo is the variation in 
X in the absence of motion, and X' (x, y, z , t) stands for the fluctuations in X 
due to the motion of the fluid. Following SPIEGEL and V ERON IS [9], we have 

T (z) = - (3z +To, 
z 

p(z) =Pm - g jCem + eo ) dz , 
0 

e(x ) = em [1 - a(T - Tm) + a ' (C - Cm)+ a"(p- Pm)] , 

a = - ( ~ ;f) , a' = ( ~ :~) , a" = ( ~ ~~) . 
Thus Pm. em stand for the constant space distribution of p and e and To, eo stand 
for the temperature and density of the fluid at the lower boundary (and in the 
absence of motion). 
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Since density variations are mainly due to variations in temperature and solute 
concentration, Eqs. (2.1)- (2.6) must be supplemented by the equation of state 

(2.6') g(z ) = !lm [1 - o:(T - Tm) + o:'(C- Cm)]. 

Let bg, bp, B, ,, V, Vd and N denote the perturbations in fluid density g, 
pressure p, temperature T, solute concentration C, fluid velocity (0, 0 , 0), particles 
velocity (0, 0, 0) and particle number density No, respectively. Then the linearized 
perturbation equations, under the Spiegel and Veronis assumptions, are 

(2.7) 

Here 

1 av 1 ( b g ) ( v 2 v ) K No --. =--Vbp-g - >..1+ - V- - V+ --(Vd- V), 
c 8t !lm !lm c k1 LJmc 
V· V= 0, 

mNo a~d = K No(V - V d), 

8N 
c7ft +V· (NoVd) = 0, 

(E +he)~:= (a- :P) (w + hs) + ~v2o, 
(E' + h'c)~~ = f3'(w + h's) + KV2,. 

f! s Cs 
E = c + (1 - c)--, 

LJmCv 

f! c' 
E ' = c + (1 - c )~ , 

(!mCv 

h = j Cpt ' 
Cv 

c' 
h' =! ___El:_ 

I ' CV 

f = mNo , 
(!m 

q 
K.=--, 

f! mCv 

q' 
K'=--

f!mC~ 

and 
bf! = -em(a B - a'1 ). 

Using d, d2 / K, K/ d, f!VK/ d2, {3d and /3' d to denote the length, time, velocity, 
pressure, temperature and solute concentration scale factors, respectively, the 
linearized dimensionless perturbation equations become 

(2.8) 

(2.9) 

(2.10) 

(2.11) 

P1 1 ~~.: =-V* bp*+ RB*)q - s,·>"l + (~ V *2
- ~)V*+ w(Vd- V*), 

V*· V*= 0, 

( T a~. + 1) Vj = V* , 

( BM + V*· V*d) = 0 
8t* , 
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(2.12) 

where 

ao· c - 1 
(E +he) at• = -----c;-(w* + hs*) + "V*2B*, 

(E' + h'e)~~: = (w* + h's*) + ~"V*2-y *, 

G = Cp/3 , 
g 

ev 
PI= -, 

n. 
R = ger f3 d4 

' VK. 

ger' {3' d4 
S=:::.____;_­

vn.' 

633 

eN K Nod2 mn. mNo n. 
M = - w = r = - - f = -- = rwp and A = -

N o ' {!mVe ]( d2 ' em n.' ' 
and starred ( *) quantities are expressed in dimension less form. Hereafter, we 
suppress the stars for convenience. 

Eliminating Vd from Eq. (2.8) with the help of (2.10) and then eliminating u, 
v , bp from the three scalar equations of (2.8), and using (2.9), we obtain 

[L1- L2 (~"V2 - ~)] "V2w == L2(R"VIB- S"Vi-r), 

(2.13) L2 [(E +he):t - "V
2] o = (G~ 1 ) (r:t +II)w, 

L2 [(E' + h'e)!_ - 2_ "V2] 1' == (r !__ + II') w 
at A at ' 

where 

Ll ==p}! (r : t22 +F:t) ' 

a2 a2 a2 
"V

2 
== ax2 + ay2 + az2 , F = f + 1, If == h + 1, JI' == h' + 1. 

Decomposing the perturbations into normal modes by seeking solutions in the 
form of functions of x, y and t 

(2.14) [w, B, -y] == [W(z), G(z), F(z )] exp(ikxx + ikyy + nt), 

where n is, in general, complex, and k == (k; + k~) 1 12 is the wave number of 
disturbance. 

Eliminating B, 1' between Eqs. (2.13) and using expression (2.14), we obtain 

(2.15) [L1 + f;- ~2 (D2 - k2
)] [n2

- k2
- n(E +he)] 

· [D2
- k2

- An(E' + h'e)j(D2
- k2)W 

== ( G ~ 1) (rn + Il)Rk2 [n2
- k2

- An(E' + h'e)] W 

- A(rn + H')Sk2 [n2 - k2
- n(E +he)] W, 
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L2 = rn + 1 and 
d 

D = dz · 

3. Principle of exchange of stabilities and oscillatory modes 

Let 

(3.1) and [ 
L2 L2 2 2 ] 

X = L1 + P - -;CD - k ) U. 

In terms of X, the equation satisfied by W is 

(3.2) [n2 - k2 - n(E +he)] [n2 - k2 - >.n(E' + h'e)] X 

= k2 (G; 1
) R(rn +H) [D2 - k2 - >.n(E' + h'e)] W 

->.k2S (rn + H') [n2 - k2 - n(E +he)] W. 

Consider the case of two free surfaces having uniform temperature and solute 
concentration. The boundary co nditions appropriate for the problem are 

(3.3) G =F=O at z = 0 and 1. 

Multiplying Eq. (3.2) by x·, the complex conjugate of X , integrating over the 
range of z and using the boundary conditions (3.3), we obtain 

(3.4) /1 + n [(E +he)+ >.(E' + h'e)] /2 + >.n2(E + he)(E' + h'e)h 

where 

= k2 (G; 1
) R(rn + II) ( Lj + i) [/4 + >.n(E' + h'e)ls] 

- >.k2 S (rn +If') ( Lj + ; ) [/4 + >.n(E + h'e)Is] 

+k2~i [ (G; 1
) R(rn + II) - >.S (rn + H')] h 

+k2 >.n ~i [ (G; 1
) R(rn + H)(E' + h'e) - S(rn + II')(E +he)] l7 , 
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(3.5) 

1 

h = j (ID2 Xl2 + 2k21DXI2 + k41XI2)dz, 

0 
1 

h = j (IDXI2 + k21XI2)dz, 
0 

1 

h = jCIXI2)dz, 
0 

1 

I4 = j CIUI2)dz, 
0 

1 

Is = j (IDWI2 + k21WI2)dz, 
0 

1 

h = j (IDUI2 + k2 IUI2)dz, 
0 

1 

h = j (ID2WI2 + 2k21DWI2 + k4 IWI2)dz. 
0 

The integrals I 1 - h are all positive definite. 
Putting n = ino, where no is real, into Eq. (3.4) and equating imaginary parts, 

we obtain 

(3.6) n5= {[(E +ht:)+-\(E'+h't: )]I2 +k2 [(G~ 1 )R(~~ + r;) 
(H'F rh')] [ (G 1) ] -,\S Pt + p I4 + -\k2 S (E + ht: )H'- ; R(E' + h't: )H 

. (; + ~7) + T :2 [ ( G ~ 1 ) Rh - ,\ S h'] h} 
I { ,\k2 [ - (G ~ 1) R(E' + h't: ) { r(Jp~ h) + ~ } 

+ S (E + ht: ) { ~(JP~ h)+~} lIs + k:~
2 

{ (G ~ 1) R- -\S} I4 

+ k
2

:

2 

,\ [ - ( G ~ 1) R(E' + h't: ) + S(E + ht: )] h}, 
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or 

(3.7) n0 = 0. 

In the absence of stable solute gradient, Eqs. (3.6) and (3.7) become 

(3.8) 

or 

(3.9) 

2 
_ (aS-) (E + hc )l2 + k2

R {P!1 
H F + ~} ! 4 + ~Rhh 

no- -
k2r 2 Rp! 1 !4 ' 

no= 0. 

Since the integrals are positive definite and no is real, it follows tha t no = 0 and 
the principle of exchange of stabilities is satisfied, in the absence of stable solute 
gradient. In the presence of stable solute gradient, the principle of exchange 
of stabilities is not satisfied and oscillatory modes come into play. The stable 
solute gradient, thus, introduces oscillatory modes which were non-existent in its 
absence. 

4. Dispersion relation and discussion 

When instability sets in as stationary convection, the marginal state will be 
characterized by n = 0 and Eq. (2.15) reduces to 

(4.1) [ ~ - ~(D2 - k2
)] (D2

- k2
)
2 W = (C; 1

) k2 RJ!W - >.k2 S H'W. 

Considering the case of two free boundaries, it can be shown that all the even 
order derivatives of W vanish on the boundaries and hence the proper solution 
of Eq. ( 4.1) characterizing the lowest mode is 

(4.2) W = vVo sin 1r z , 

where Wo is a constant. Substituting the solution (4.2) in Eq. (4.1), we obtain 

(4.3) 

If Re denotes the critical R ayleigh number in the absence of compressibility and 
Re stands for the critical Rayleigh number in the presence of compressibility, 
then we find that 
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Since critical Rayleigh number is positive and finite, so G > 1 and we obtain 
a stabilizing effect of compressibility as its result is to postpone the onset of 
double-diffusive convection in a fluid-particle layer of porous medium. 

It is evident from Eq. ( 4.3) tha t 

(4.4) 

dR = _ (___2__) (1r2 + k2)2 
dP G - 1 k2 11 p2 

and 

(4.5) dR ( G ) H ' 
dS =A G - 1 11 . 

The medium permeability and suspended particles have thus destabilizing 
effects, whereas the stable solute gradient has a stabilizing effect on the ther­
mosolutal convection in compressible fluid s wi th suspended particles in a porous 
medium. 

5. Effect of rota tion 

In this section, we consider the same problem as that studied above except that 
the system is in a state of uniform rotation !1(0, 0, f2 ). The Coriolis force acting 
on the particles is also neglected under the assumptions made in the problem. 
The linearized nondimensional pe rturbation equations of motion for the fluid are 

- I au a 1/ 2 ( 1 2 1 ) 
Pi 8t = - ax op + w(l - u) + TA V + [ V - p u , 

(5.1) - 1 av a I / 2 ( 1 2 1 ) 
P1 at = - a/P + w(r - v)- TA u + [V - p v, 

- 1 aw a (1 2 1) 
p1 7ft = - a z op + w(s -w)+ RB-S1 + [ V - P w, 

h 
4122d

4 
• h d ' . I b . " . d w ere TA = - 2- 2- 1s t e no n Imens1ona num er accountmg 10r rotation, an 

£ V 
Eqs. (2.8)- (2.12) remain unaltered. 

E liminating V d(l , r, s) with the help of (2.1 0) and then eliminating u, v, op 
between Eqs. (5.1), using (2.9) we obtain 

(5 .2) ( 
L2 L2 2) 

2 
2 2 a2

w 
L 1 + P - [V \1 w + L2 TA 0 z2 

( 
L2 L2 2) 2 = L2 L 1 + p - [V V 1(RB - AS1 ). 
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Eliminating() and"' between Eqs. (2.13)2,3 and (5.2) and using expression (2.14), 
we get 

(5.3) [n2
- k2

- n(E + h[ )] [D2
- k2

- >..n(E' + h'[ )] 

• [ { Lr + i- ~2 (D2 - k2
)} 

2 

(D2
- k2

) + L~TAD2] W 

= { Lr + i- ~2 (D2 - k2
)} k2 

[ (G ~ 1) { D 2
- k2

- >..n(E' + h'[ )} 

•(rn + H)R- >.. {D2 - k2 - n(E + ht:)} (rn + H')s]w. 

For the stationary convection, n = 0 and Eq. (5.3) reduces to 

(5 .4) (D2
- k2

) [ { ~ - D'; k' }' (D2
- k2

) + TAD'] W 

= k2 
{ ~ - D

2 

; k
2

} [ ( G ~ 1) RH - >..S H'] W. 

Considering again the case of two free boundaries with constant temperature and 
solute concentration and using the proper solution (4.2), we obtain from Eq. (5.4) 

(5.5) R = (__£_) 
G-1 

It is evident from Eq. (5.5) that 

(5.6) 

dR ( G ) H' 
dS = >.. G -1 n· 

H' 
+>..S­

H 
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Therefore the suspended particles have a destabilizing effect, whereas the ro­
tation and stable solute gradient have stabilizing effects on the system under 
consideration. 

Equation (5.5) also yields 

(5 .7) 

If 

dR 

dP 

( k2) ( 1 11"2 + k2) 2 

TA> 1 + 2 p + ' 
7r c 

then dR/ dP is possitive. 
If 

( k2 ) ( 1 11"2 + k2) 2 

TA< 1 + 2 p + ' 
7r c 

then dR/ dP is negative. 
Thus the medium permeability has both stabilizing and destabilizing effects, 

depending on the rotation parameter, on the thermosolutal convection in a com­
pressible fluid with suspended particles rotating in a porous medium. 
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Stability of the wall jet formed by the impingement 
of a single-phase jet 

i. B. OZDEMiR (iSTANDUL) 

THIS PAPER DESCRIDES a theoretical investigation of the possibility that the large structures of the 
wall jet flow formed after oblique impingement of an axisymmetric jet were generated by the 
flow instabilities, so that the experimentally reported discrete frequencies were synonymous with 
instability modes. The wall jet flow was triple-decomposed into a time-independent, pseudolaminar 
motion defined by the time-averaged velocity field, upon which incoherent and coherent turbulent 
fluctuations were superimposed. Solution of the inviscid, one-dimensional flow equations with 
large coherent structures, whjch were modelled by spatially evolving waves, was given in detail 
and revealed that the distribution of the radial fluctuation intensity and the frequency of large 
structures compare well with the experiments justifying the deterministic nature of the coherent 
motion. 

Notations 

Symbols 

Ap, Ar, A., A.p 

f 
F(f) 

H 

m 

p 
p 

PI 
p 
p 

fib(!) 
r 

Re 
s 

Ur , U z 1 U(jJ 
I I I 

Ur , Uz, tl.q, 

Ur , U.,U.p 

Tlr ,Tl. ,Tl.p 
U r,M 

z 

zo.s 

()" 

amplitude modulation fu nctions, 
real-valued frequency, 
complex amplitude of the rotating vector defined in Eq . (4.2), 
nozzle- to-pla te distance, 

V-1. 
real-valued azimuthal wavenumber, 
paramete r defined in Eq. (3.2), 
coherent pressure fluctua tion, 
incohe rent pressure fluctuatio n, 
instantaneous value of pressure, 
time-averaged value of pressure, 
total power associated with frequency /, 
radial coordina te defined from geometrical impingement point, 
we tted radius defined in Eq. (2.3), 
Reynolds number, 
parameter defined in Eq. (3.1 ), 
time, 
components of coherent velocity fluctuatio ns in three directions, 
components of incohe re nt velocity fluctuations in three directions, 
components of instantaneous velocity fie ld in three directions, 

components of time-averaged ve locity field in three directions, 
maximum of the time-averaged radial ve locity component, 
coordinate normal to the plate, 
wall distance at which time-averaged radial velocity 
attains half of the maximum value, 
superscript refers to nondimensio nal form of variables. 
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Greek Symbols 

a complex-valued wavenumber, 
a; imaginary part of a, 

ar real part of a , 
{3 real-valued circular frequency (2lr f), 
'I parameter defined in Eq. (3.1 ), 
"Y half-cone angle of the inflowing jet, 
,\ wavelength of the educed coherent structures, 
v kinematic viscosity of the air, 
4J azimuthal coordinate, 
(} density of the air, 
u parameter defined in Eq. (3.2), 
8 angle of impingement, 
( parameter defined in Eq. (3.2), 
r parameter defined in Eq. (3.2). 

1. Introduction 

i.B. 0ZDEMiR 

THE RADrAL WALL JET formed after impingement of an axisymmetric jet on a flat 
surface has been of interest in many engineering applications, including heat o r 
mass transfer to or from the flow, and the interaction between the pressure waves 
radiating from the plate and coherent structures of the inflowing jet. In response 
to these enquiries, time-averaged flow fields have been explored for normal im­
pingement usually in the vicinity of the stagnation region, but knowledge of the 
downstream evolution of the flow has remained elusive. Recently, the radial wall 
jet has attracted particular attention in terms of instantaneous pa tte rns of large 
structures (Ho and NOSSEIR [1 , 2], LANDRETH and ADRIAN [3]) whose charac­
teristic dimensions are commensurate with the width of the wall jet and lead to 
the time-averaged flow field with higher turbulence intensities (POREH, TsuEr and 
CERMAK [4]) than in aerodynamic boundary layers. b zoEMiR and WHITELAW [5] 
investigated the downstream evolution of the time-averaged and instantaneous 
flow fields of a radial wall jet formed after oblique impingement of an axisym­
metric jet, and showed that the symmetry of the toroidal vortices (DIDDEN and Ho 
[6]) was distorted as impingement deviated from normal, resulting in a complex 
cluster of concentric yet asymmetric toroidal vortices. 

It is known (Ho and HuERRE [7]) that the evolution of vortical structures in 
laminar and turbulent shear layers is governed by essentially the same dynamical 
processes, so that the concepts of hydrodynamic stability can be applied to turbu­
lent shear layers. Inflectional instability o f the shear layers has taken a great deal 
of attention, as for example GREGORY, STUART and WALKER [8] and STUART [9], 
because disturbances generated near the point of inflection could dominate the 
fluctuations and propagate at a speed smaller than the corresponding velocity at 
the inflection point. Ho wARD [10] and TsuJI et al. [11] argued that the number of 
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distinct unstable disturbances associated with the inflection points could not ex­
ceed the number of neutral modes. The roll-up of travelling instability waves into 
the periodic array of vortices in a plane mixing layer was studied by MrcHALKE 
[12] and MICHALKE and HERMANN [13] in that the evolution of disturbances in 
the basic flow direction seemed to be better modelled by spatially growing dis­
turbances and, when the width of the flow region varied considerably, quantities 
controlled by the history of the flow development required an additional scaling 
parameter to account for the coordinate stretching (BotJrHIER [14], GASTER [15], 
CRIGHTON and GASTER (16]). 

The purpose of the present study was to examine the possibility that the large 
vortical structures observed by OzoEMiR and WHITELAW [5] in their radial wall jet 
were generated by the flow instabilities, so that the discrete frequencies measured 
were synonymous with instability modes. The conjecture that the wall jet flow was 
not so obviously nonlinear gave impetus to the present linear analysis and should 
not be far from reality, since the array of vortices observed was discrete and 
no nonlinear vortex interaction processes, such as vortex pairing or tearing as 
described by HussAIN [17], were observed. 

2. Equations for coherent structures 

It can be envisaged that large scale motion of the wall jet was caused by deter­
ministic instability waves which were, together with stochastic background fluc­
tuations, superimposed on the pseudolaminar flow defined by the time-averaged 
velocity field. Therefore, since the wall flow was temporarily stationary, an instan­
taneous quantity can be decomposed into a time-independent mean, a coherent 
and an incoherent turbulence quantities (HuSSArN [17], HuSSAIN and REYNOLDS 
[18]) and, in cylindrical coordinates, the instantaneous velocity vector can be given 
as (see Fig. 1, for the coordinate system and the flow domain) 

r 

FIG. 1. Schematic of the flow configuration. 

Ur(r,</>,z,t) = Ur(r, </>,z) + u-r(7·,</J,z,t) + u~(r,</>, z,t), 

(2.1) U,p(r, </>, z, t) = u,p(r , </>, z, t) + u~(r, </> , z, t) , 

Uz(r, </>, z, t) = U z(r, </>, z) + Uz(r, </>, z, t) + u~ (r, </>, z, t), 
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with the pressure field 

P(r, cp, z, t) = P(r, cp, z) + p(r, f/J, z , t) + p'(1·, cp, z, t), 

where the over-bar, tilda and prime refer the quantities for the mean flow, the 
coherent (wave motion) and incoherent (random) turbulent fluctuations, respect­
ively. Note that, based on the surface flow visualisation experiments (5), the mean 
azimuthal velocity, U ,p, was assumed to be zero. Provided there is a large differ­
ence between the length scales of the coherent and incoherent motions (STRANGE 
and CRIGHTON (19]), the incompressible Navier - Stokes equation can be used 
with the triple-decomposition to yield nonlinear equations for the wave motion 
(OzoEMiR (20]). Linearisation of such equations implies that the space-time evol­
ution of one wavenumber associated with a given eddy size will not afTect that of 
the others so that the coherent structures develop independently. Although the 
question often arises as to the extent of validity of linearised theory, MICHALKE 
(12) points out that the error due to the linearisation of the disturbance equations 
is larger for higher disturbance frequencies than for lower ones. This justifies the 
present linear analysis since the frequencies measured in the wall jet were fairly 
low. 

Provided that the deterministic motion is associated with the discrete part 
of the spectrum accessible by the modal equations, the coherent components of 
fluid motion can be represented by instability modes even though the set is not 
complete (BETCHOV and CRIMrNALE (21 ], DRAZ IN and R EID (22]). For the present 
analysis, disturbances travelling and evolving in the basic flow direction were 
of interest and, since the growth ra tes obtained from a stability calculation for 
temporally growing disturbances cannot be transformed linearly with the phase 
velocity into spatial growth rates (MICHALKE (12]), solutions to the linearised 
equations can be assumed of the form 

(2.2) 

Ur = Ar(z ) exp{ i(ar- {3t + mf/J)} + (*), 

u,p = A,p(z ) exp{ i(ar - {3t + mf/J)} + (* ), 

Uz = A .. (z)exp{i(ar- {3l + mf/J)} + (*), 

p = Ap(z)exp{i(ar- {3l + mf/J)} + (*), 

where ( *) refers the complex-conjugate term, Ar, A z, Aq, , and Ap are the ( com­
plex) amplitude modulation functions of u,., Uz, uq, , and p, respectively. {3 is the 
real-valued circular-frequency (21r f) and a is the complex wavenumber defined as 

a = ar + ia; , 

where ar is the spatial wavenumber (27r /.X), and ai is the rate of spatial evolution 
of a given component. It should also be pointed out that the curvilinear coor­
dinate, cp, introduces a direction which can permit the evolution of the discrete 
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azimuthal modes of instability similar to the helical modes of the axisymmetric 
shear layer (STRANGE and CRIGHTON (19), PI.ASCHKO (23), COHEN and WYGNANSKI 
[24]). Indeed, the azimuthal instability modes of the wall jet flow could be a con­
tinuation of the helical shear layer structures of the inflowing jet which were, 
in some cases, known to survive after impingement (WIDNALL and TSAI [25], 
LuGT [26]) leading to large correlation between the wall jet and inflowing jet 
turbulence. The above formulation, therefo re, accounts for the presence of the 
spinning modes (with azimuthal wavenumber, m ) which, in some cases, have been 
as unstable as the axisymmetric modes (COHEN and WYGNANSKI [24]). 

Since the stability of the flow is a local characteristic, the radial velocity maxi­
mum, U r,M(r, 4>), has to be selected as the velocity scale, and the wall distance, z, 
is assumed to scale with the half-velocity thickness, z0.5• It was shown by OzoEMiR 
[27] that the azimuthal symmetry of the wall flow was distorted due to the angled 
impingement of the inflowing jet and, there fore, it was necessary to take into 
account the azimuthal variation of the radial spreading. However, transforming 
the distorted coordinates of the wall jet flow of the angled impingement to those 
of the normal impingement, which can be treated analytically by the cylindri­
cal coordina te system centered at the geometrical impingement point, required 
knowledge of the function relating the azimuthal and radial coordinates, which 
is difficult to deduce from the contour plots of surface pressure, as for exam­
ple OzDEMiR and WHITELAW [5] (their Fig. 2.6). Here a heuristic approach was 
followed in which the radial distance from the geometrical impingement point, 
r, is assumed to scale with a so-called wetted radius, rw(B , 4>), which varies azi­
muthally as 

(2.3) rw(B , 4>) = Il { sin(B cos 4>) + cos(B cos 4>) tan(B cos(l 80 - 4>) + 1)} , 

where 1 is half the cone angle of the spread of the inflowing jet and was taken 
as 15 degrees from the flow visualisation pictures. The distributions of rw are 
shown for () = 0 and 20 degrees in Fig. 2 and assumes elliptical shapes with 

01 0/ 

01 01 Ql 

01 01 

FIG. 2. Polar plot of the azimuthal distributions of the wetted radius for the impingement angles 
of B = 0 and 20 degrees. 
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increasing distance to the geometrical impingement point along the <P = 180-
degree direction as impingement deviates from normal. 

Further simplification of the formulation occurs when Reynolds number is 
large so that the viscous effects become very small , fin ally leading to 

continuity: 

(2.4)1 . *A* zo.s A* i1n" zo.s A* dA; _ 0 za r + - - r + "' + -d - ' 
r*rw r*rw ~ z 

r-momentum: 

(2.4)2 _ '{3*A* . ·=-u A* zo.s ( u; {)U r ,M 8Tr,. ) A* 
t T + ZQ T T + - a + a r 

Tw Ur,M 1' * r* 

zo.5 ( Tr,. {)U r,M 8Tr,.) A* =-u dA; 8Tr,. A* . *A* _ O 
+ r*r U ~ + [) A-. <I> + z dz"' + Dz• z + w P - ' 

w r,M 'P 'P 

cl>-momentum: 

(2.4)3 
- · lA* 

- i{3*A* + ia*YJ* A* + Urzo.s A* + u•':.___j_ + im*zo.s A*= 0 
<I> r <I> r*rw </> z dz* r*rw P ' 

z-momentum: 

(2.4)4 _ "{3*A* . ·=-u A* zo.s ( u: DU r,M DV: ) A* 
t z + ta r z + - [) + a r 

Tw U r,M r* 7' * 

zo.s ( V: DU r,M DV:) A* u· dA; D7J; A* dA; _ O +-- ---- + -- + -+-- +--r*r U {) A-. {) A-. <I> z dz* {)z• z dz* · w r,M 'P 'P 

Letting A; = Y1, A; = Y2, A; = Y3, A; = Y4, and rearranging, the following set 
of first-order ordinary differential equations can be obtained 

dY1 _ 1 { '{3*Y . ·=--u y zo.s ( Tr,. 8U r,M 8Tr,.) y - - ~ t 1 - ta 1 - - ~ - - + - - 1 
dz• U r r w U r M 8r* 8r* 

z ' 

Z0.5 ( V: {)U r ,M au;) }' {)U; y . •v} 
--- ~---+-- 2---3-tCt .J4 

r*rw Ur,M 8 4> 84> az· ' 

(2.5) dY2 _ 1 { .
13
.,1 . ·u·v Tr,. zo.s y im* zo.s v} 

- - =; t I 2 - ta r 12 - -- 2 - 14 , 
dz* U r•r r•r z w w 

dY3 . • zo.s im* zo 5 - = -ta Y1- --Yl- · Y 
dz* r*rw r*rw 

2
' 



http://rcin.org.pl

STABILITY OF THE WALL JET • 647 

(2.5) dY4 _ "{3*Y . • u•y zo.s ( u: 8U r,M 8U: ) y 
- - t 3 - tO: r 3 - - =--- --- + -- 1 
dz* r U 8r• 8r* w r,M [cont.] 

_ zo.s ( U: 8Ur,M + 8U: ) y
2 

r*rw Ur,M 8</> 8</> 

=-- ( . * zo s i m* zo s ) 8 U: +Uz w Y1 + -·-Y1 + . Y2 --
8 

Y3. 
r*rw r*rw z* 

Note that when U: -+ 0, Eqs. (2.5)1,2 have singularities which were introduced by 
disregarding the terms in Re- 1• The singularity due to diminishing value of U: 
occurs at the wall (z* = 0) and can occur at an interior point if there is a local 
vertical flow reversal within the flow domain. Indeed, the vertical flow reversal in 
radial wall jet was first observed by LANDRETH and ADRrAN [3), and there is a clear 
evidence that flow reversal becomes stronger in oblique impingement (OzoEMiR 
and WmTELAW [5]). The difficulties associa ted with the singularity are discussed 
in detail by O zoEMiR [27) and here the emphasis is given to one-dimensional 
mean flow for which the equations have no singularity. If the basic flow fi eld is 
assumed to be locally parallel so that u; is the only velocity component of the 
undisturbed wall jet, with u: = 0 everywhere, the set (2.5) further simplifies to 

(2.6) 

dY3 
dz• 

dY4 
dz• 

. *Y zo.s }-' im* zo.s }' = - tO' 1 - -- 1 - 2' 
r"1'w r·rw 

with Y1 and Y2 defined as 

, 7 _ { ZQ.5 ( u; 8Ur,M o7J*,.) }-' o7J*,. 1, · •v } 
.l 1 - -- =--- --- + -- 2 + --. 3 + tO: I 4 

r*rw U r,M o</> o </> 8z• 
1 

(2.6') 
.13 • . *U* zo.s ( u; oUr,M ou; ) ' 
t - tO: - - =----- + --

T Tw U r,M Or" OT* 

y2 = (im*zo.5y4) /(i/3*- ia·u;- u;zo.s ) . 
r*rw r*rw 

3. Mean flow, boundary conditions and solution procedure 

In order to obtain the full transverse eigensolution at each radial position, the 
coefficients of the modal equations, which are functions of the mean flow par­
ameters, are required. The streamwise development of the mean flow, therefore, 
a!Tects the evolution of the instability modes, which has been considered with 
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multi-scale expansions defining the divergence of the mean flow (GASTER [15], 
CRIGHTON and GASTER [16), PI..ASCHKO [23]) and, since the local mean velocity 
profiles are the results of the nonlinear interactions, an implicit nonlinearity is 
imposed on the solutions. In the present analysis, mean flow parameters and 
their variations were provided in the form of empirical relations (OZDEMiR and 
WHITELAW [5]) as representatives of the pseudolaminar motion upon which the 
perturbations were superimposed. The mean radial velocity profiles nondimen­
sionalised by the local maximum were similar at large radial distances 

(3.1) 

(see also Table 1) with the streamwise evolution represented by 

(3 .2) 

Table 1. Variation of 11 and s. 

1/J (") : 

'1) 

s 

0 

1.42 

0.54 

90 
1.38 

0.52 

180 

1.32 

0.54 

which fits the experimental data (Fig. 3 and Table 2). 

0,,,. 
fmlsl 

6 

5 

3 

2 

I 6 

f!l = 0° - - -1--- Ill = 180° 

0020 0 10 rlm l 008 018 

FIG. 3. Variation of the maximum of the mean radial velocity along the line of incidence. 
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Table 2. Parameters of Eq. (3.2). 

if> (0) : 0 180 

( 0.015 -0.015 

p 0.49 0.22 

T 1.26 1.15 

(1 0.045 0.078 

The set of first-order differential equations requires a condition to be specified 
for each equation to obtain the transverse eigensolution. The vertical velocity 
component at the wall should be zero due to the impermeable plate and, thus, 

(3.3) at z* = 0. 

The eigensolution is defined over a semi-infinite interval [ z* = 0, z* = oo] 
with the upper boundary occurring a t in fi nity but, for numerical purposes, it was 
replaced by a finite interval in which the condition at z ~ = oo was assumed to 
occur at some finite z~ = z~ , so that the domain of the transverse eigensolution 
was forced to coincide with that of the mean Oow where u; = 0 a nd the pressure 
a ttained the ambient value, i.e., 

(3 .3') a t z* = z~. 

The eigenvalue problem defined in Eqs. (2.6) includes two coupled first-order 
linear ordinary difTerential equations. The solutio n was sought for the eigen­
values, a, and the corresponding transverse e igensolutions, Yk(z* , a), given the 
mean-Oow parameters and the values of f3 and m. The solution procedure was 
similar to that of KELLER [28] with the reformula tion of the equations, resulting 
in a nonlinear two-point boundary value problem. In order to avoid the grow­
ing solutions during the integratio n through the entire domain (BETCHOV and 
CRIMINALE [21 ]), the length of the domain of integration was divided into two 
in which a parallel shooting algorithm was used with the integration proceeding 
to an intermediate point by launching initial guesses from both ends of the in­
terval and a matching of the solutions at the midpoint. The computations were 
performed on a DEC 5000 workstation in do uble precision and iterations for the 
multidimensional Newton-Raphson root finding technique concluded when the 
discrepancy vector was within some specified accuracy (typically 10- 15). 

4. Numerical results and comparisons with experiments 

For the first ten azimuthal modes and temporal frequency from 0 to 100Hz, 
the set of inviscid equations (2.6) was solved along the line of impingement at 
radial positions where the experimentally observed vortices were most apparent 
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and the mean radial velocity achieved the similar form. The nondimensional 
amplification rates at r I r w = 2.274 along the 4> = 0 degree direction, Fig. 4 a, are 
negative for all the waves considered, indicating decaying characteristics. Except 
for the axisymmetric (m = 0) and the first three helical modes (m = ± 1, ±2 
and ±3), the curves show similar trends where - ai zo.s first increases with f and 
tends to a constant value which is lower for higher helical modes. For these 
four exceptions, there is a slight peak at around 7.5 Hz before the subsequent 
fall to a constant level, indicating a narrow range of frequencies at the lower 
end of the spectrum with the least damping relative to the other waves. It is 
interesting to note that the axisymmetric and the first helical modes have almost 
the same frequency response, which is consistent with the findings of COHEN and 
WYGNANSKI [24]. In order to trace the evolution of the waves, with attenuation 
occurring in the streamwise direction, the calculations were repeated for r I r w = 
3.324 and the results of Fig. 4 b show similar trends but, as would be expected, 
the least damped wave was shifted to a lower frequency, f = 3.1 Hz. This is 
consistent with the measured spatial evolution of the one-dimensional spectrum 
of radial fluctuation component of 6 zoEMiR and WHITEI..AW [5] in which a discrete 
frequency of 3.25 Hz was dominant at the same radial position. The results show 
that an increase of the width of the shear layer with the co rresponding decrease 
in the mean energy along the streamwise direction, is accompanied by a negative 
amplification rate, i.e., attenuation with a continuous shift of the least attenuated 
instability waves towards lower frequencies. 

The wavenumber-frequency spectra of Fig. 5 reveal that the wavenumbers are 
positive in the frequency range, where - ai zo.s has a maximum, and that a phase 
reversal occurs for the axisymmetric and some helical modes ( - 6 ::; m ::; 6), 
so that negative wavenumbers at large frequencies indicate upstream moving 
waves. The least attenuated waves move downstream with a positive phase velocity 
and indicate convection of the coherent turbulence along the mainstream with 
a decay quantified by the rate of attenuation of the waves. The relatively higher 
attenuation of the upstream moving waves is interesting in that the propagation 
of disturbances from the edges of the wall jet canno t interfere with the turbulence 
structure of the wall flow, and this is consistent with the fact that wall jet is not 
dependent on the conditions downstream, but affected by the initial conditions 
of the inflowing jet even at la rge radial distances. It is clear that if different 
frequencies were dominant at different wall distances, a transversal (vertical) 
eigensolution structure with a phase reversal occurring at a certain wall distance 
could lead to a situation which would be similar to the spatial phase reversal 
observed by SATO [29] . 

An attempt was made to compare the calculated distribution of the one-sided 
power spectrum of the radial fluctuation intensity for axisymmetric structures 
(m = 0) with that of measurements at 1)1·w = 2.274 and 3.324 along the 4> = 0 
degree direction. From the Eq. (2.2)1, with a = ar + iai, space-time variation of 
the radial fluctuation that would be measured with a probe fixed at a point in the 
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http://rcin.org.pl

STABILITY OF THE WALL JET 653 

Eulerian coordinate, can be written as 

(4.1) Ur = [Ar (z)exp {ic~rT - a;r + im<j>)}]exp(- i;Jt) + (*), 

where the term inside the bracket represents the complex amplitude of the vector 
rotating at a circular frequency f) so that 

(4.2) F(J) = Ar (z)exp{ia rT- a ;r + im<j>)} . 

As previously argued in Sec. 2, the complex conjugate term, ( * ), in Eq. ( 4.1) im­
plies that each component at a frequency f is matched by a component at - f 
which has equal amplitude so that, except for the case of f = 0, the total power 
associated with frequency, f, is given (RANDALL [30]) 

(4.3) 
IP'(J) = F(Jf = [Ar(z) exp {iarr- a ;r· + im4>)}]

2 

2 2 

Since the eigenfunctions were determined except for the arbitrary multiplica­
tive constant, the axis for the power spectrum in Figs. 6 and 7 has an arbitrary 
scale. A remarkable feature is that the large peak at the outer layer diminishes 
as the wall is approached and shifts towards slightly higher frequencies, and this 
is more evident in the contour plots. This trend is consistent with the measure­
ments of bzoEMiR [27], where it was attributed to the restriction imposed on the 
growth of the inner vortex close to the wall by the o uter free shear layer vortices, 
and the calculated values o f the peak frequency are very close to those of the 
measurements particularly fo r r f r·w = 3.324. 

Figure 8 shows radial fluctuation intensities calculated from the one-sided 
power spectrum with f ranging from 0 to 100Hz for axisymmetric and spin­
ning modes, m = ± 1, ± 2, ±3, ± 4, ± 5, ± 6, ± 8, and ± 10 at a radial position 
r frw = 3.324, where the radial fluctuation intensity completed its evolution to· 
wards two-peaked profi le. By matching the amplitude o f the radial velocity fluc­
tuation component to the corresponding experimental value at the wall distance 
z• = 1.25, favorable agreement was found between theory and experiment for 
the whole vertical eigenstructure of the radial fluctuation intensity, with large 
magnitudes occurring near the outer inflection po int. The satisfactory agreement 
of the theoretical radial fluctuation intensity with the experiments was expected, 
since the slightly attenuated waves were known to correlate over a large distance 
of the order of the inverse of their damping ratio (LANDAHL [31 ]), and tend to 
dominate the non-wave-like disturbances and the whole turbulent flow field. The 
upper subfigure shows the relative contributions of difTerent spinning modes with 
respect to the axisymmetric mode, so that the first helical mode is almost as 
important as the axisymmetric mode and the contribution was almost negligible 
for m ~ 10. It is also of interest to no te that the calculations performed at the 
previous radial position, r / r w = 2.274, along the 4> = 0 degree direction yielded 
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FIG. 6. One-sided power spectrum of radial fluctuation intensity for axisymmetric structures 
m = 0, r /rw = 2.274 (U"; axis has arbitrary scale). 

very much the same fluctuation profile, although the measured fluctuation prot le 
was different. Since the vertical mean profiles were difierent at these two racLal 
positions, the results indicate that the mean radial velocity was dominant in the 
perturbed mean flow field but was not sufficient to describe the whole mean vor­
ticity field which was responsible for the generation of the fluctuations (STUART 
[32]). Thus, it appears that the evolution of the mean vertical velocity needs to 
be included in the analysis to account for local changes of the fluctuation distri­
bution when the streamwise component of the mean flow field was similar. Also, 
contrary to the stability calculations of DREWSTER and GEBHART [33] for natu~al 
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FIG. 7. One-sided power spectrum of radial fl uctuation intensity for axisymmctric structures, 
m = 0, r /rw = 3.324 (ti; axis has arbitrary scale). 

convection over a vertical ho t plate, the present profiles of radial fluctuation in­
tensity do not tend to diminish very close to the wall. This is to be expected since 
the present results are based on simplifications of inviscid equations. 

Profiles o f the induced pressure fluctuations, Fig. 9, reveal that the pressure 
fluctuations can atta in a value of 63% at the wal l. Again, the relative contribu­
tions of different azimuthal modes are similar to those of the radial fluctuation 
intensities. It is interesting to note that the radial velocity fluctuations exhibit far 
more structure than is displayed by the pressure fluctuations but, since pressure 
was not measured across the wall jet, it is difficult to be conclusive about the 
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FIG. 8. Radial velocity fluctua tion intensity for f from 0 to 100Hz and m from 0 to ±10. 
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FIG. 9. Pressure fluctuation intensity for f from 0 to 100Hz and m from 0 to ± 10. 

shape of the pro files. The azimuthal fl uctuation intensity, on the other hand, ex­
hibited a finite value at the wall and this violation o f the no-slip condition must 
be due to that the fluctuation intensity was predicted by linear, inviscid stability 
analysis of one-dimensional basic fl ow, whereas the measured intensity was gen­
erated by apparently two-dimensional viscous basic flow. For the same reasons 
the agreement between vertical velocity fluctuations and the measured ones was 
poor. 



http://rcin.org.pl

STABILITY OF TilE WALL JET 657 

5. Conclusions 

The coherent turbulence characteristics of the radial wall jet were studied 
using discrete instability waves and linear analysis based on the assumption of 
a one-dimensional inviscid flow which was represented by time-averaged radial 
velocity. Calculations were performed in a region where the energy of mean flow 
was decaying so that the instability waves were attenuated with a phase reversal 
in frequency, in which the least attenuated waves were convected downstream 
while the others moved upstream. The trend of spectrum of the radial fluctua­
tion component was well predicted with the dominant frequency shifted towards 
higher values close to the wall, and a good agreement was found in the evolution 
of the spectrum of radial fluctuation intensity in that the spectral information was 
closely correlated with the decay of the mean flow energy. 

The shape of the calculated radial fluctuation intensity exhibited a trend with 
larger magnitudes at the outer inflection point, consistent with the experimentally 
observed array of vortices. The success of the inviscid predictions was attributed to 
the fact that the large coherent structures of the wall jet were associated with small 
wavenumbers, far remote from the viscous subrange, so that viscous dissipation 
did not play any important role in their dynamics (TowNSEND [34]). However, 
the shape of the radial fluctuation intensity repeated itself a t difTerent positions 
despi te the variation observed experimentally, and this led to the conclusion that 
the observed variations in the shape of intensity profil es were caused by the 
influences of the other components of the mean flow field and particularly the 
mean vertical velocity, whose profi les varied with the radial coordinate, even 
though the radial velocity profiles were similar. In other words, the mean vorticity 
was the determining factor fo r the overall perfo rmance of the stability predictions. 
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1\vo-dimensional tensor function representations 
involving third-order tensors 

Q.-S. ZHENG (BEIJING) 

AMONG TitE PHYSICAllY possible infinitely many material symmetries of all kinds in a two-dimen­
sional space, there exist e ight kinds, i.e., the isotropy C00v, hernitropy C00 , two symmetries C1 and 
Cz in the oblique system, C 1v and C2v in the rectangular system, and C3 and C3v in the trigonal 
system, that can be characterized in terms of tensors of orders not higher than three. In this paper, 
the complete and irreducible representations relative to these eight symmetries are established for 
scalar-, vector-, second-order tensor- and third-order tensor-valued functions of any finite number 
of vectors, second-order tensors and third-order tensors. These representations allow to obtain, in 
the case of two-dimensional problems, general invariant forms of the physical laws; in particular, 
the constitutive equations involving thrid-ordcr tensors. 

l. Introduction 

R ECENTLY, the complete and irreducible representations in two-dimensional space 
were established by ZHENG [7] relative to every kind of material symmetry for 
scalar-,vecto r- and second-order tensor-valued functions of any finitt: number 
of second-order symmetric tensors A 1, • .. , AN (denoted by Aa ), second-order 
skew-symmetric tensors W1, ... , Wp (denoted by W<) and vectors v1, ... , VM (de­
noted by vu)· In contrast to these general results, complete and irreducible rep­
resentations for tensor functions involving tensors of order higher than two are 
much less well unde rstood (PENNISI (4), ZHENG (9), ZHENG and BETIEN (10), 
BETTEN and H ELISCH [1]). In particular, the problem of constructing of general, 
complete and irreducible tensor function representations which contain any fi­
nite number of third-order tensor agencies T 1 , . . . , T L (denoted by T ..\ ), even for 
L = 1, is still open, although its importance can be seen in many modern physical 
contexts (cf., P ENNISI [4]). 

ZHENG and B OEHLER (11] have described and classified the physically possible 
infinitely many material symmetries of all kinds in two dimensions (and also in 
three dimensions). Among them, th ere are eight symmetries tha t can be charac­
terized in terms of vector(s), second-order tensor(s), and/or third-order tensor, 
as shown below in Table 1. 

In this paper, no tation is based on the following conventions. We denote by 
1 the second-order intensity tensor, e: the permutation tensor (a second-order 
skew-symmetric tensor), R(B) the rotation tensor of angle B, a and b two unit 
orthogonal vectors, Rb the reflection transformation in b direction, and 

(1.1) P = a ® a ® a - (a ® b ® b + b ® a ® b + b ® b ® a). 
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Table 1. All kinds of two-dimensional material symmetry that have structural tensors 
as vector(s), second-order tnsor(s), and/or third-order tensor. 

system Schoeoflies symbol generators of symmetry group structural tensors 

oblique c , R(O) = 1 a, £ (or a, b) 
c 2 R(1r) = - 1 M,£ 

rectangular Clv Rb=a ® a - b ® b a 
c 2v = orthotropy R(1r), Rb M=a ® a - b ® b 

trigonal c 3 R(211"/3) P, £ 
C3v R(27r /3), Rb p 

circle C oo = hemitropy R(B) (0 :::; B < 21r £ 
Coov = isotropy R(B), Rb (0 :::; B < 21r ) 1 

The operators ®, •, :, and : mean tensor, scalar (or dot), double dot and triple 
dot products, respectively. Components of vectors a nd tensors are referred to an 
orthonormal frame, say { ei}, lower-case Latin indices ('i , j , k , . . . ) range from 1 to 
2, repeated indices are summed from 1 to 2, and the abbreviations e;j = e; ® ei 
and eijk = e; ® ei ® ek are used. The prefix tr indicates trace. 

A tensor I-1 is termed as i1Teducible, if it is a completely symmetric and traceless: 

(1.2) Hijk ... l = Hjik ... l = lhji .. . l = ... = lltjk ... i, H mmk .. . l = Ok .. . t, 

where Ok...1 corresponds to the zero-tensor of the relevant o rder. It is well known 
that any irreducible tensor H in two-dimensional space has o nly t\.vo independent 
components (e.g. Hlll .. .l and H 211 ... 1) . In particular, the relatio ns amo ng the 
components of an irreducible third-o rder tensor T a re: 

(1.3) 

We can decompose any third-order tensor D into an irreducible third-order tensor 
T and three vectors D;11 e;, Dtilei, Du;e; in the fo rm: 

(1.4) Tijk = 4Dijk- (3Duk- Dlkl - Dw )5;j- (3Dtjl- Dju - Duj )Oik 

- (3D;u - Dtil - Du;)oi k, 

where O;j denotes the Kronecker symbol. An elementary method of reducing 
tensors of any order to sums of irreducible tensors is described by S PENCER [6] 
and HANNABUSS (3). 

In view of (1.4) we further postulate that the third-order tensors T .>. (i .e., 
T 1, . .. , TL) are all irreducible. In this paper, we dete rmine the complete and 
irreducible representations relative to the eight symmetries in Table 1 for scalar-, 
vector-, second-order tensor- and third-order tensor-valued functions of Aa , We, 
ve and T .>, . 
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2. Isotropic representations in different cases 

In order to provide compact procedures of determining complete and irreduc­
ible tensor function representations relative to the eight symmetries given in 'Pdble 
1, we derive in this section representations with respect to difTerent cases of the 
variables Aa,, W<, Ye , T,x . The method employed here is described by ZHENG [7, 8]. 

It is profitable to introduce the fo llowing abbreviations and relations: 

~ = T : A = Tijk Ajkei 

= (Tu,ei + Tme2)(Au - A22) + 2(Tm ei - Tu1e2)A12 , 

tv = T : (v ® v) = T ijk X j Xk ei 

= (T, ,,e, + Tme2)Cxi - x~ ) + 2(Tmei- Tu1e2)x, x2 , 

TV = T· V = Tij kXkCij 

(2.1) = (Tuix l + T211 x2)(eu - e22) + (Tm x l - Tlllx2)(e12 + e21 ) , 

and 

T : S = TikiSkl j Ci j 

= 2(TlllS III + T211S211) l + 2(Tu,Sm - Tm Su,)(el2 - e21), 

T W = Tijl Wtk Cijk 

= [Tu , (eu2 + e121 + e211- e222) + T2u(e122 + e212 + e221 - eu , )]Wl2 , 

T; S = T ijkSi jk = 4(Tu,Slll + T m S 211), 

(2.2) (x·tx)2 + (x •£ tx)2 = (T : T)(x·x)3/ 4, 

(tA·AtAi + (tA·£AtA)2 = (T :T)2[2 trA2 - (trA)2]3j64, 

where T and S denote any two irreducible third-order tensors, and A, W and 
v any second-order symmetric tensor, second-o rder skew-symmetric tensor and 
vector, respectively. Let D be any third-order tensor. The symbol {D} denotes as 
a set of the fo llowing three tensors: 

(2.3) 

and (D) is the summation of the above three tensors, that is, 

(2.4) 

2.1. Representations when there exists a non-zero vector v among vq 

We can choose an orthonormal frame { Ci } so that v = v1 e1 with v1 > 0. Thus, 
we can write 

V• V:::} VJ , V :::} Cl , V•Ye:::} Vel (v12 -:j:. v) , 

(2.5) v ® v, 1:::} eu , e22, v·A0 V, trA0 :::} Aoll , Ao22 , 

v ® v ® v, {v ® l} :::} elll , {em}, v·t~ :::} T_xul · 
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In this paper, the notation A => B means that B is uniquely determined by A. It is 
evident that the alternative of ±e2 does not affect (2.5). Thus, the undetermined 
quantities remain 

If all vu2 , A012, W{12, and T.x211 equal zero, we do not need to determine 
e2, e12 ± e21. {em} and e222· Otherwise, keeping (2.5) in mind, we consider the 
following cases 1-4. 

CASE 1. wl2 1: 0 for a tensor w among w{. We alternate ±e2 so that w12 > 0 
and then give 

trW2 => w12' Wv => e2' V• Wvu => Vu2 (vu 1: v) , 
V® w V+ w V® V => el2 + e21 ' V. Ao w V=> Aol2' 

(2.6) W => e12- e21, trWW{ => W0 2 (W{ 1: W), 
(v ® v ® Wv) (or Wv ® Wv ® Wv), {Wv ® I} => e222, {e112} , 

v•Wt~ (or v•Wtfv) => Tuu-

CASE 2. u2 1: 0 for a vector u among vu· We can select ±e2 so that u2 > 0 
and then have 

(2.7) 

u • u => u2 , u => e2 , 

v ® u ± u ® v => e12 ± e21 , 

(v ® v ® u) (or u ® u ® u, if 

u • t~ (or u • t~ , 

(vu -:f v, u) , 

v·A0 u => Ao12, v·W{u => Wo2 , 

u~ -:f 3uT}, {u ® I}=> e222, {em} , 
if 1L~ -:f 3ui} => T .x211 . 

CASE 3. A12 -:f 0 for a tensor A among A0 . By alternating ±e2 we can arrive 
at A 12 > 0 and 

tr A2 => A 12 , A => e12 + e21, tr AAo => Ao12 (Ao 1: A), 
Av => e2 , v·Avu => vu2 (vu -:f v), 

v ® A v - A v ® v => e12 - e21 , v· A W{v => W02 , 
(2.8) 

(v ® A) , {Av ® l} => e222 , {e112} , v·t1=>Tull · 

CASE 4. T211 -:f 0 for a tensor T among T.x . Choosing ±e2 so that T211 > 0 
can follow 

T :T =>T211, tv => e2 , Vu·tv=>vu2 (vu "fv), 

(2.9) 
T" => CJ2 + e21 ' V• tAa = tr (Ao T") => Aol2' 

V @ tv - tv @ V => CJ2 - e21 , 

T, {tv ® 1} => e222 , ·{e112} , (T.x -:f T). 
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2.2. Representations when all vectors v11 equal zero, thl're exists a tensor A among A., which has 
two distinct principal values, and there exists a non-zero tensor T among T>. 

By selecting ±e1 and ± e2 as orthogonal principal directions of A, we can 
express A= A 11e11 + A22e22 and then we have 

(2.10) 
1, A => eu , e22, 

tr Aa, tr AAa => Aa ll , Aa-22 (Aa ::j:- A). 

Note that choices of ±e1 and of ±e2 do not influence (2.10). Since T is a non-zero 
irreducible third-order tensor, without loss of generality we can suppose that 
Tlll > 0 by alternating e1 and e2 and choosing ±e1. It follows 

(2.11) 

For the remain ing undetermined quantities: 

ei ; (i , j,k = 1, 2), 

we consider the following cases i - iv. 

CASEi. W12 ::j:- 0 for a tensor W among We. We choose ± e2 so that W 12 > 0 
and then we have 

A W - WA => e12 + e21 , trAAaW => Aa t2 (Aa ::j:- A), 

(2.12) w => el2 - e21 ' trWWe => w{l2 CWe t- W), 

T, TW, {lA 0 1}, {WtA 0 1} => eijk , 

(T-' ::j:- T) . 

CASE ii. Tl11T21l ::j:- 0. Alternating ± e2 can yield T2 11 > 0 and then 

• A A 
T:T, t ·At => T21 1, tA, A~ => ei , 

(Aa ::j:- A), 

(2.13) 

• A .A 
T : T-', t · A~,\ => T-' i ll (T-' ::j:- T). 
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CASE iii. T211 = 0 and B12 :f. 0 for a tensor n among Ao. Selecting ±e2 so 
that B12 > 0, we have 

tr n2 ::;. BI2, tA , t8 ::;. e; ' 

ll ::;. e12 + e21 , tr ll Ao ::;. Aot2 (Ao :f. A, B), 

(2.14) AB - BA ::;. e12 - e21 , tr All W~ ::;. Wo2 , 

T, T(All - llA), {tA ® l} , {t8 ® l} ::;. eijk , 

CASE iv. T211 = 0 and S211 :f. 0 for a tenso r S among T.A. Selecting ±e2 so 
that S211 > 0 can follow, 

T : s , s:s ::;. Sut, S2u , tA , sA ::;. e; , 

A(T : S) - (S : T)A ::;. e12 + e21 , 

(2.15) 
tr(T : S)A Ao ::;. Aot2 (Ao :f. A), 

T : S - S : T ::;. e12 - e21 , tr (T : S)W~ ::;. W0 2 , 

T, S, {tA ® 1} , {sA ® 1} ::;. ei j k , 

(T.A :f. T, S). 

2.3. Representations when all vfl are null vectors, all Aa have not two dis tinct principal values, 
and there is a non-zero tensor T among T~ 

Since Ao have not two distinct p rincipal values, we can express them as A0 = 
(tr A0 )l /2. It is known from 1hble 2 of ZHENG and SPENC ER [1 2] that any rotation 
tensor R(c.p) leaves 1, Ct2 - ezJ, Ao = (tr Ao/ 2)1 and w~ = W~tz (el2 - e2I) 
unaltered. Then, we have the following transformat ion relations 

(2.16) 

(e1 + tez) ~---+ exp(±tc.p)(ei + tez), 

{(e1 + ze2) ® 1} ~---+ exp(±1.c.p){(e1 + tez) ® 1}, 

(e 11 - ezz) + z(e12 + ezi) ~---+ exp(±t2c.p)[(ett - e22) + ze 12 + e21)], 

(etll - (em))+ t ((ell2) - e222) 

~---+ exp(± t3<;)[(elll - (em))+ z((e112) - e222)], 

where t = JC=T) is the unit imaginary number. Thus, we can rotate { e;} un til 
Till > 0 and T211 = 0, and then give 

(2.17) T ::;. ent - (em), 

From (2.16) we can see that R(27l-j3) leaves e111 - (em), (e112)- e222 and T .A 
unaltered, but it varies ei, e11 - ezz, e12 + e21 and { e; ® 1} so that they do not 
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need to be determined in view of the isotropy condition. In other words, we only 
need to determine 

Wo2, Tun, e12 - e21 , (en2) - ~22 . 

If there exists a non-zero tensor W among W{ or there is a non-zero tensor S 
among T >., we select ± e2 so that W12 > 0 or 5211 > 0, and then we write 

trW2 => W12, W => e12 - e21 , trWW{ => Wo2 (W{ ::j= W), 

TW => (em) - e222 , tr (T: S)W{ => T>.21 1 (T>. ::j= T), 
(2.18) 

or 

(2.19) 
s: s => s211, T : s - s : T => el2 - e21 , 

S => (em) - e222, 

Otherwise, if all Tull and W0 2 equal zero, we do not need to determine e12- e21 
and (em) - e222· · 

2.4. Representation when all vectors v" and third-order tensors T~ are equal to zero 

Since the central inversion - 1 leaves tensors of even orders unaltered but 
changes the sign of tensors of odd o rders, the isotropy condition requires that any 
isotropic vector- a nd third-o rder tensor-valued functions of second-order tensor 
Aa and W{ should be only a zero-vector and a third-order zero-tensor, respect­
ively. The complete and irreducible representations for scalar- and second-order 
tensor-valued functions of Aa and W{ can be seen, for example, in Tdbles 2, 4 
and 5 of ZHENG [8]. 

3. The complete and irreducible tensor function representations 

The complete and irreducible representations were established by ZHENG [8] 
for scalar-, vector-, second-order symmetric and skew-symmetric tensor-valued 
functions of Aa, w,, v e with respect to all kinds o f symmetry, particularly, to the 
eight symmetries shown in Thble 1. With these known results and the representa­
tions derived in the preceding section, we determine in the sequel the complete 
representations for the eight symmetries shown in Table 1. The irreducibility of 
the derived representations is verified in the next section. 

3.1. Representation for isotropy Coc,., 

The complete representations fo r isotropic tensor funct ions of Aa, W(, v e 
and T >. can be obtained by considering a ll the cases in Secs. 2.1-2.3 i.e., from 
(2.5)- (2.19), as summarized in Tables 2 and 3. 
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Table 2. Irreducible function bases. 

Coov trA, trA2
, trAB, trW2

, trABW, trWV, v•v, Coo tr A, trA2
, trAB, tr ABe:, tr t W, 

v• Av, v• AWv, v• u, v• Au, v• Wu; T:T, v• v, v• Av, v• AEv, v • u, v• Eu; 

~·At\~· 8~, ~.AWl\ v •t•, v •lA, v• Wt•, T : T, lA• At\ lA• At t\ v• t\ 
u• t•, T : s, tA•As\ tr(T: S)AB, tr (T : S)W v•e:tV,T:S,tr(T : S)e: 

C3., lrA, trA2, pA•ApA, trAB, pA•BpA, tr W2 , CJ trA, pA•ApA, pA•Ae:p\ tr AB, 

pA• AWp\ tr ABW, trWV, v • v, v • p•, v • Av, trA Be:, tre:W, v• pV, v• e:p•, 

v• pA, v•WpV, v•AWv, v• u, u • pV, v•Wu; v • Av, v • AE v, v • u, v • £ u; 

T : T, P : T, pA• AlA, tr(P : T)W, v• t•, v• lA, P : T, tr (P : T)e: 

v • (P : T)u, tr (P : T)A 8 , T: S 

C2v trA, trA2
, trMA, trAB, trW2

, trMAW, trWV, Cz trA, trMA, trM Ae:, tre:W, 
v•v, v •Mv, v•Av, v•MWv, v•u, v •Mu, v • Au, v • M v, v • ME v, v • u, v • E u; 

v• Wu; T : T, tM• MtM, tM• AtM, tM• MWtM, T : T, tM• M lM , tM• MtlM, 

V. tV, V. tM, V .~. V. WtM, T : s. lM • M SM . v • lM, v • e: lM, T : S, tr (T : S) e: 

tr(T : S)MA, tr(T: S)W 

c ,., trA, trA2
, a•Aa, trAB, trW2

, a•AWa, tr WV, c , a• A a, b• Ab, a • Ab, tre:W, 

v • v, a • v, a • Av, a • Wv, v • u; T : T, a • t 81
, a • lA, a• v, b• v; a• 19

, b· lb 

a • w la. V. la. T: s 

In Tables 2 and 3, the following abbreviations are employed: 

V= Ve , 
(3.1) 

A= Acr, n = AfJ, 
U = V17 , 

v = w<, 
S= T~' , 

with a,(3 = l , ... ,N and a< (3; ~ , ( = l , . . . , M and~ < (; {} , a = l, . . . ,P and 
f! < a; and .A , J.L = l , . . . ,L and .A < J.L. 

An explanation of the redundancy of one of u · tv and v· tu may be required. 
Without loss of generality, we setT= et t t - (e122) . Denote by (v, u) and (v,u) 
two solutions of the equations 

(3 .2) V• V, U • U , V• t", U• tu , V• U , U• tv = COnSt. 

Because of v• v = v• v and u· u = u· u, we may assume that v = cos Bet + sin Be2, 

u = cos cpe1 + sin <pe2, v = cos Bet + sin Be2 and u = cos ~et + sin ~2· The 
equations v· t", u· tu, v· u, u· t" = constans yield immediately. 

(3.3) 
cos 38 = cos 30, 

cos(B- <p) = cos(B- ~) , 

cos3<p = cos3~, 

cos(2B + <p) = cos(2B + ~). 

It follows that cos(B + 2<p) = cos(B + 2~) , i.e. , v· tu = v· tu. Therefore, v· tu is 
redundant. 

In a similar manner we can verify the redundancy of one of tA· n tA and 
t8 • A t8 , and one of (v ® v ® u) and (u ® u ® v). 
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Ta ble 3. Complete and irreducible tensor-valued function representations. 

vector-valued 

C oov v, Av, Wv; tA, At\ Wt\ t• Coo v, E v; t\ A~ 
C3v p\ Ap\ Wp\ v, Wv, p•; t• c3 v, £ v; pA, £ PA 

Cw v, M v, Av, W v; tM, M tM, t\ WtM c2 V, EV; tM , £ tM 

Ctv a, Aa, Wa, v; t" Ct a, b 

second-order symmetric tensor-valued 

Coov 1, A, A W - WA, v @ v, v @ Wv + Wv @ v, Coo 1, A, A£ - £A, V@ V, 
v @ u + u @ v; ~ ~ tA, A(T : S) - (T : S)A Vi8) £V + £V @ V 

C3v 1, A, pA @ pA, AW - WA, v @ v, p•, c3 1, A, A£-£ A, V@ v, 
v @ W v + W v ~ v; TV, A(P : T) - (P : T)A v @£v+£v ® v 

Cw 1, M, A, MW- W M, v ® v, v ® u + u ® v; c2 1, M, M£ 
TV, tM ® tM, M(T : S)- (T: S)M 

Ctv 1, a ® a, A, a ® W a + W a ® a, a ® v + v ® a; T" C t a @ a, b ® b, a @ b + b ® a 

second-order skew-symmeric tensor-valued 

Coov AB - BA, W, v @ A v - A v @ v, v @ u - u @ v; Coo £ 
tA ® A tA - A tA ® tA' V@ t• - t• ® V, T : s - s : T 

C3v pA ~ ApA - ApA® pA, AB - BA, W, v ® p• - p• ® v, c3 £ 
v ® Av- Av ® v, v ® u - u ® v; P : T - T : P 

•Cw W, M A - A M, v ~ M v - M v ® v, v ® u - u ® v; c2 £ 
V® tM - tM ® v, t• ® M t• - M t• ® tV, T : s - s : T 

Ctv a ® A a - A a ® a, W, a ® v - v ® a; a ® t8 
- t8 ® a Ct £ 

third-order tensor-valued 

Coov v @ v @ v, {v ® 1}. (v @A}, {Av @ 1}, (v @ v @Wv}, Coo v @ v ® v, (v ® v ® £V}, 
{Wv ® 1}. (v ® v ® u}; T, (AtA ® A}, {tA® l} , {v ® 1}, {£V i8l 1}; T, T£, 
{A~ ® 1}, T(AB - BA), TW, {WtA ® 1}, {t• ® 1} {tA @ 1}, {EtA @ 1} 

C3v P, (ApA ® A} , {pA ® 1}, {ApA ® 1}, P(A B - BA), c3 P, P£, {pA ® 1} , 
PW, {WpA® 1}, v ® v ® v, {v ® 1} , {p. ® 1}, (v® A}, { £ pA ® 1}' {V ® 1 }, 
{W v ® 1}, P(v ~ u - u ® v), T, { t• ® 1}, { tA ® 1} {EV ® l} 

Cw v ® v ® v, (v @ M}, {v @ l }, {Mv ® l }, (v ® A}, c2 (v® M}, (Ev ® M}, {v ® l}. 
{Av ® 1}, (Wv ® M}, {Wv ® 1}; T, (MtM @ M}, {£V ® l}; T, T£, {tM ® l}. 
{tM ® 1}, {M tM ® 1}, TW, T(MA - AM), {£tM ® l} 
{WtM @ 1}, {tA @ 1} 

Ctv a ® a ® a, {a ® 1}. (a l8l A}, fAa ® 1}, (a @a @Wa}, Ct a ® a ® a, {a ® 1}, 
{Wa ® 1}, (a ® a ® v}, {v ® 1}; T, (t8 ® l} b ® b ® b,{b ® l} 

[667) 
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3.2. Representations for hemitropy Coo (e:) 

From the fact that e: characterizes the group Coo it follows that the hemitropic 
functions of A, W, v and T may be considered as isotropic functions of A, W, v, 
T and e:. Noting that e: is a non-zero second-order skew-symmetric tensor, from 
(2.5), (2.6), (2.10)- (2.12), (2.17) and (2.18), by substituting e: for W in (2.6), (2.12) 
and (2.18), we obtain complete representations for hemitropic tensor functions 
of Ac,, We, vll and T.x, as shown in Tables 2 and 3. 

3.3. Representations for C3.,(P) 

Th determine the complete isotropic tensor function representations of A0 , 

We, v ll• T.x and P, we consider the following cases instead of the cases in Sec. 2.1. 
First suppose that P211 = 0. We have the following invariants and form-invariants 
instead of those in (2.5) - (2.9), respectively. 

v·v, V•Ve, v•A0 V, trA0 , v·p\ P :T,\; v; v ® v, l; P, {v ® 1} , 

trW2, V• Wv11 , trWWe, v· AaWv, tr(P: T.x)W; Wv; 

v ® Wv+Wv ® v; W; PW, {Wv ® l} , 
U•U, U•V11 , U•pAo, V•Weu, v•(P : T.x)u; u; 

(3.4) Pu , v ® u - u ® v, P(v ® u - u ® v), {u ® l }, 
trA2

, trAAa , v11 ·pA, v·AW<v, v·tA.x ; pA; 

A; v ® Av - Av ® v; (v ® A), {pA ® l} , 

T :T, v11 • (P : T)v, V• rAo, tr(P: T)We, T :T.x; 
C; r ; P : T - T : P; T, { tv ® 1}. 

Second, suppose that P211 =I 0. Instead of (2.5) and (2.9), respectively, we have 

V•V, v•v11 , v· A0 v, trA0 , v·p\ V•t:; v; v® v, 1; v ®v ® v, {v ® l} , 

(3-5) Vll•p\ V•pAo , v•Wep\ P :T.x ; pv; Pv; v ® pv - pv ® v; P, {pv ® l} . 

Finally, from (3.4), (3.5) as well as (2.10)-(2.15), replacing T by P, we can obtain 
the complete representations for tensor functions of A0 , We, v11 and T.x under 
C3"' as shown in Tables 2 and 3. 

3.4. Representations for C3(P, e:) 

If there exists a non-zero vector v among v ll• we can write, instead of (2.5) 
and (2.6), the equations 

(3 .6) V•V11 , v•e:v11 , V•p\ v•e:pv, trA0 , v•A0 v, v·A0 e:v, tre:We , P:T.x, 

tr(P:T.x)e:; v, e:v; 1, v®v, v®e:v+e:v ® v; e:; P, Pe: , {v ® l}, {e:v® l} , 
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where the obviously redundant invariant v • v has been removed because of the 
identity (v • v)3 = (v • pv)2 + (v • pv)2 according to (2.2). Setting T = P and W = £ 
in (2.10)-(2.12), (2.17) and (2.18) together wi th (3.6), we arrive at the complete 
representations under C3, as shown in Tables 2 and 3. 

3.5. Representations for C:w(M) 

To determine the complete isotropic tensor functions of Aa, We, v11 , T.x and 
M, we consider the following cases instead of the cases in Sec. 2.1. First, suppose 
that M12 = 0. We have the fo llowing invariants and form-invariants instead of 
those in (2.5)- (2.9), respectively. 

v·v, v·v11 , v·Mv, trM Aa, trAa, V•tM.x ; v; M, 1; (v ® M), {v ® 1} , 

trW2
, v·W v11 , trWWe, tr M AaW, v· W tM .x ; Wv; 

MW - WM; W; (Wv ® M), {Wv ® 1}, 

(3.7) u · u , u · v11 , v • Aa u, v •Weu, u·tM.x ; u; v® u ± u ®v; (u ®M), {u ® 1} , 

tr A2 , v · Av11 , trA Aa , trM A We, v•tA.x; A v; 

A; MA - A M; (v ® A) , {Av ® 1}, 

T : T , v11 ·tM, v · tA,, v · WetM, T : T.x ; tM; T\ M Tv- TvM; T, {tM®1}. 

Second, suppose that M 12 'f 0. Instead of (2.5) and (2.7), respectively, we have 

v • v, v • v 11 , v · Aa v, v · M v, tr Aa, v · C .x ; v; v ® v, 1; v ® v ® v, { v ® 1}, 

(3.8) trM Aa , v·Mv11 , v·MW~;v , v • tM.x; Mv; M; 

v ® Mv - Mv ® v; (v ® M), {Mv ® l }. 

Finally, from (3.7), (3.8) as well as (2.9) - (2.1 4), replacing A by M, we can obtain 
complete representa tions fo r tensor functions of Aa, W~; , v11 and T.x under C2v, 

as shown in Tables 2 and 3. 

3.6. Representations for C2(M, e:) 

Instead of (2.5) and (2.6) we have 

(3 .9) v·Mv, v·M£v, v·v11 , V•£v11 , trAa, trM Aa , trM Aa£, v·tM.x, 

V•£tM.x, tr£W~; ; v, £v; 1, M, M£; £; 

(v ® M), (Ev ® M), {v ® l} , {Ev ® 1}, 

where the redundant invariant v · v is removed due to the identity (v • v? = 
(v ·M v)2 + (v ·M£ v)2. Setting A = M and W = £ in (2.10) - (2.12) together 
with (3.9), we immediately obta in the complete representations under C2, as 
presented in Tables 2 and 3. 
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3.7. Representations for C1.,(a) 

Setting v = a in (2.5)- (2.9) yields immediately the complete isotropic tensor 
function representations of Aa, W{, v 12 , T.\ and a; namely, the complete tensor 
function representations of Aa, W{, v 12 and T ,x under C 111 as given in Thbles 2 
and 3. 

3.8. Representations for c,(a, E) 

Settting v = a and W = E in (2.5) and (2.6) yields immediately the complete 
representations with respect to Cl> as given in Tables 2 and 3, where Ea is replaced 
by b because of Ea= ±b. 

4. Proof of the irreducibility of the derived representations 

Th verify the irreducibility of the representations established above in Sec. 3, 
we employ the technique developed by PENNISI and TRovATO [5]. It is obvious 
that the representations in Tables 2 and 3 with respect to C1, C2 and C3 are 
irreducible. With respect to Ce<m C00 , C311 , C2v and C1..,, the irreducibility of 
all invariants, vector form-invariants, and second-order tensor form-invariants in 
Thbles 2 and 3 when T,x = 0 has ben proved by ZHENG [8]; the irreducibility of all 
additional invariants and form-invariants when non-zero tensors exist among T,x, 
is verified in Thbles 4 and 5, respectively; and the irreducibility of all third-order 
tensor form invariants is confirmed in Thble 6. 

Table 4. Irreducibility of the function bases. 

variables invariant variables invariant 

Coov 

T = 0 and P T:T T = P, V = u, w = ± £ v• wt• 

T= P, A= ± M ,A, AtA T = P, v = b, u = b ± J3a u. ,. 

T = P + P £, A = M, tA• 8 tA T = P, S = ± P T:s 
B = M ± J3M£ 

T = p + PE, A = M, w = ±£ ~·AWtA T=P,S=PE,A = ±M£ tA• A sA 
T = P, v = ±a V • t• T = P, S = P E, A= M, trT : S)AB 

B = M ±J3M£ 
T = P, A = M, v = ±a V • lA T = P, s = PE, w = ±£ tr(T:S)W 

Coo 

T = 0 and P T:T T = P, V= ± b V • £ t• 

T= P, A= ±M ,A, AlA T = P, S = ± P T:S 
T = P +PE, A= M ,A, A£ lA T = P, S = ± PE tr(T : S)£ 
T = P, v =±a V • t• 
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Table 4 [cont.] 

variables invariant variables invariant 

C3v 

T = 0 and Pe: T : T T = Pe:, V= ±b V • t• 

T=±P P : T T = Pe:, A= M ± VJMe:, v =a V• tA 

T=Pe:,A=±Me, pA· AtA T = P e:, v = a, u = a ± VJb u • (P : T)v 

T = Pe, W = ±e tr(P : T)W T=Pe:, S= ± Pe:, T : s 
T = Pt, A= M, 8 = M ±VJMe: tr(P : T)AB 

C-w 

T = 0 and P + Pe: T : T T = P £, A = ± M£, v = a v·~ 
T = P and Pe: tM•MtM T = P £, W = ±£, v = a v•WtM 

T =It+ Pe, A= ±M tM• AtM T = P + Pe, S = ±(P + Pt) T : s 
T = P + P e, W = ±e: tM•MWtM T = P + Pe, S = ±(P - Pe: tM • MsM 
T = P + P£, v = ±(a- b) V • tv T = P, s = p £, A = ±ME tr(T:S)MA 
T = P + Pe, v = ± (a+ b) v• tM T = P, S = P e: , W = ±E tr(T : S)W 

C!v 

T = 0 and Pe T : T T = Pe:, W = ±e: a•wt• 
T = ±P a. l8 T = Pt, V = ± b \ r • la 

T = Pe, A= ± M a • tA T = Pe:, S =±PE T : s 

Table S. Irreducibility of vector· and second-order tensor-valued function representations. 

variables form-invariant variables form-invariant 

vector-valued 

Coov T = P +PE, A= M tA T = P, A = M, W = E w~ 
T = P + Pe, A= M AlA T = P, V= b tx 

Coo T = P, A= M tA T = P, A = M E lA 

C3v T = Pe:, v =a tv 

C-w T = P + Pe: tM T = P, A = Me: lA 

T = P+ PE MtM T = P, W = e WtM 

C!v T= Pe a, t8 T = Pe: t• 

second-order symmetric tensor-valued 

Coov T = P + Pe:, A= M lA ® tA T = P, s = p E, A = M A(T : S) - (S : T)A 
T = P +PE, v =a TV 

C3v T = Pe:, v =a TV T=Pe:,A=M A(P : T) - (T : P)A 
C-w T = P+ Pe tM ® tM T = P, s =PE M(T : S) - (S : T)M 

T =PE, v =a TV 

C!v T =PE Ta 

[671] 
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Table 5 [cont.] 

variables form-invariant variables form-invariant 

second-order skcw-symmctric tensor-valued 

Crx,., T=P+Pt:,A=M lA ® A tA - At" ® t" T = P, S = Pt: T : S - S:T 
T = P + Pt:, v =a V@ t•- t• @ V 

C3.., T = Pt: P : T-T:P 

Cw T = P + Pt: tM ® M IM - M IM ® IM T = P, S = Pt: T : S - S:T 
T = Pt:, v =a v @ tM - tM ® v 

c .... T = Pt: a ® ta - la ® a 

Table 6. Irreducibility of third-order tensor-valued function representations. 

variables form-invariant variables form-invariant 

Coov v=a v @ v @ v T = P+ Pt:, A = M T 
v=a {v ® 1} T = P+ Pt:, A= M {AtA ® A} 

A= Mt:, v =a (v ® A} T = P + Pt:, A= M {tA @ 1} 

A= Mt:, v =a {Av ® l} T = P+ Pt:, A= M {AlA ® 1} 
W = £ , v =a (v ® v ® W v) T = P + Pt:, A = M, T(All - BA) 

ll = M+ J3M t: 
W = t:, v =a {Wv ® 1} T = P, \.Y = t: TW 
v = a, u = a + J3b (v ® v ® u) T = P, A = M, W = t: {Wt" ® l} 

T = P + Pt:, v =a {t• ® 1} 
Coo v=a v @ v ® v T = P, A = M T 

v=a (v ® v ® o ) T = P, A = M Tt: 

v=a {v ® 1} T = P, A = M {tA @ 1} 

v =a {t: v ® l} T = P, A = M {t:IA @1} 

C3.., A= Mt: p A = M, B = M + J3M t: P(AB - BA) 
A= Mt: {Ap" ® A) A = M, W = t: {WpA ® 1} 

A = Mt: {pA @ 1} A = M + J3M t:, v = a (v ® A) 
A= Mt: {ApA @ 1} W = t: , v = a {Wv ® 1} 
W = t: PW v = a, u = a + J3b P(v ® u - u ® v) 
v=b v ® v ® v T = P t:, A = M T 
v=b {v ® 1} T = Pe:, A = M {lA @ 1} 
v=b {p• ® 1} T = P e:, v = a { ,. ® 1} 

Cw v=a+b v @ v @ v T = P + Pt: T 
v=a+b (v ® l\'1) T = P + Pt: {MtM ® M) 

v=a+b {v ® 1} T = P + P t: { IM @ 1} 

v=a+b {Mv ® 1} T = P + Pt: {MTM ® 1} 
A= Mt:, v =a (v ® A} T = P, A = Mt: T(MA- AM) 

A= Mt:, v =a {Av ® l} T = P, A = Mt: {tA @ 1} 

W = t:, v = a (Wv ® M} T = P, W = t: TW 
W = t:, v = a {Wv ® 1} T = P, W = t: {WtM ® l} 

c .... A= Mt: a ® a ® a W = t: {Wa ® 1} 
A+Mt: (a ® A) v = b (a ® a ® v) 
A= Mt: {a ® 1} v = b {v ® 1} 
A= Me: {Aa ® l} T = Pt: T 
W=t: (a ® a ® Wa) T = Pt: { ,. ® 1} 

(672] 
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Travelling wave solutions to model equations 
of van der Waals fluids 

K. PIECHOR (WARSZAWA) 

WE CONSIDER the existence and uniqueness of travelling wave solutions to the model hydrodynamics 
equations (without capillarity) obtained from a four-velocity kinetic model of van dcr Waals fluids. 
We analyze both the Euler and the Navier-stokes equations. The Eulcr equations are shown to 
change their type. The Rallkine-Hugoniot conditions are discussed in detail. It is shown that the 
Hugoniot locus can be disconnected even if the equations are hyperbolic. Using the Navier-stokes 
equa tions we show how to modify the Oleinik- Liu conditions of admissibility of shock waves to such 
situations. The shock-wave structures arc found numerically. In particular, the so-called impending 
shock splitting is obtained. 

1. Introduction 

THE VAN DER W AALS fluid is such a hypothetical one whose equation of state 
reads [1] 

(1.1) 
RT a 

p(w, T) = --b - 2' w - w 

where a, b are positive constants characterizing the fluid, p( w, T) is the pressure, 
R is the gas constant, T is the temperature, and w > b is the specific volume. Now 
much more sophisticated equations of state are known [2, 3, 4], but Eq. (1.1) is 
still in use since it describes qualitatively correctly the thermodynamic behaviour 
of real one-component fluids. 

If 

(1 .2) 
81 a 

T > 256 bR' 

then the isotherms in the p- w plane are monotonically decreasing convex curves. 
This is the case of classical gases. The mathematical background is the Lax theory 
of hyperbolic conservation laws [5]. 

If 

(1.3) 
8 a 81 a 
27 bR < T < 256 bR ' 

then the isotherms in the p- w plane are still monotonically decreasing - but they 
are no longer convex. This occurs in the so-called retrograde or Bethe- Zeldovich­
Thompson fluids. Such materials were considered in many papers [6 -17]. 
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The third case is when T satisfies 

(1.4) 
1 a r 8 a 
4 bR < T < 27 bR . 

The left-hand inequality guarantees that the pressure is positive for all w > 
b. Now, the isotherms are nonmonotone curves in the p - w plane, and the 
Euler equations are of mixed hyperbolic-elliptic type. In this case there is no one 
prevailing theory, and various approaches can be found (18- 35]. Closely rela ted 
problems are met in the theory of elastic rods (36- 48]. 

The equations studied in (4 - 48] a re those of phenomenological thermody­
namics. However, at least as fluids are concerned, such a theory cannot describe 
correctly the structures of neither the shock waves nor the phase boundaries 
because, in those regions, the gradients of the flow parameters are very large. 
Hence, the use of kinetic theory seems to be inevitable. Usually one proceeds 
as follows: the Boltzmann equation is used in the gaseous domain and the fluid 
bulk is treated as a source (evaporation) or sink (condensation) of particles. Ref­
erences (49-51] represent three of many papers on the topic. 

We propose a more radical approach consisting in the use of one kinetic equa­
tion both to the liquid and the gaseous phase. Thus, in a sense, we attempt to 
follow the lines of the van der Waals' philosophy of fluids [1], which is used in the 
quoted papers [2 - 35] on liquid-vapour phase transitions. In the papers, one sys­
tem of hydrodynamic equations with one equation of state suited for liquid-vapour 
systems is used without any splitting into liquid and gaseous domains. The es­
sential difference between this approach and that of ours consists in that that we 
want to replace the hydro dynamic description of the system with a kinetic one, 
and next to compare the results. 

The fundamental trouble is the lack of such a universal and fully satisfactory 
kinetic equation. But this does not mean that there are no models that could be 
suitable for our purpose. We have chosen the Enskog - Vlasov equation because: 
i) it is relatively simple; ii) there are some results in [52, 53] suggesting its useful­
ness. Recently, we showed in [54] that the capillarity equations used in (18 - 21, 
28, 32] can be deduced, at the formal level, from this equation. 

Unfortunately, if we want to investigate any flow by means of the Enskog- V1a­
sov equation, we find it to be too complicated. That is why we elaborated its 
discrete velocity models (see (55, 56]). In this way we obtain a more tractable 
system of equations. Basing on the successes of discrete kinetic theory of ideal 
gases ((57- 59]) we hope that this approach will not be a fai lure in the case of 
interest. 

There are many problems which can be posed. First of all we have to give 
evidence that our discrete velocity model can be successfully applied to at least 
some of the phase transition problems. The next question is the relation between 
the results of our approach and those of [ 49 - 51 ], where kinetic theory was appl ied 
to the gaseous phase only. 
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Another group of problems concerns the connection between the fluid dy­
namic and kinetic descriptions of phase changes. We know from the theory of 
the true Boltzmann equation [60] as well as from the theory of its discrete veloc­
ity models [57, 61] that the phenomenological fluid dynamics describes correctly 
the shock wave structure only if the shock is sufficiently weak. In the case under 
consideration the situation seems to be much more complicated. Namely, in [56] 
we considered the stagnant phase boundary problem. It turned out that both the 
model kinetic and generated by it fluid dynamic equations have exactly the same 
solution. The description of the phase boundary obtained in (56] agrees both 
with the physics of equilibrium phase transitions and the theoretical analysis of 
(18], hence it favours our model. But, on the other hand, this result is in con­
trast with the results of kinetic theory of ideal gases ([57, 60, 61 ]), because the 
stagnant phase boundary by no means can be treated as a "weak" shock wave. 
The explanation of this apparent paradox must be sought in the structure of the 
local equilibrium, i.e. the Euler equations. In the case of the ideal gases both the 
true and the model Euler equations are strictly hyperbolic, and the characteris­
tic speeds are either genuinely nonlinear or linearly degenerate in the sense of 
LAx (5]. It is worth to add that all the existing papers on the hydrodynamic limit 
of the true Boltzmann [62, 63, 65] or the Enskog equation [64, 65], or else the 
discrete Broadwell model [66 - 68], and more generally some hyperbolic systems 
of similar structure as the latter ones [69, 70] make an essential use of the strict 
hyperbolicity of the local equilibrium conservation equations. Very clearly it is 
pointed out in [70]. • 

In our problem, as we show it later in this paper, the local equilibrium equa­
tions, i.e. the Euler equations, can change type from hyperbolic to elliptic. The 
question arises: how important is it? This will be discussed in our future papers, 
but for the time being let us notice that: i) the stagnant phase boundary discussed 
in [56] is admissible only due to the change of the type of the Euler equations; 
ii) if the formally deduced local equilibrium equations are ell iptic, then they can­
not serve as an approximation, as the Knudsen number tends to zero, to the 
kinetic equations if the latter are strictly hyperbolic. A brilliant example is given 
in (70]. Hence, the Euler, Navier - Stokes and other equations deduced from the 
kinetic theory should, with a great caution, be treated as "approximation" to the 
corresponding kinetic equations. 

With the present paper we open systematic studies of various "approxima­
tions" to the model kinetic equations. Now we limit ourselves to the Euler and 
Navier- Stokes equations only, but most of the present results will be used in the 
future. 

In the next Section we classify the Euler equations and give sufficient and 
necessary criteria for their being of a definite type. 

In Sec. 3 we consider shock waves and discuss the solvability of the Rank­
ine - Hugoniot conditions. The properties of these solutions are investigated in 
Sec. 4. 
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Section 5 deals with the shock waves in the Navier - Stokes equations. The most 
important result is Theorem 5.8 stating the sufficient and necessary conditions for 
existence and uniqueness of the travelling wave solutions to our equations. 

In Sec. 6 we give some numerical results concerning the structures of the shock 
waves discussed in Sec. 5. Our results agree qualitatively with those of [4]. In this 
way we obtain a consecutive confirmation o f usefulness of our model for the 
qualitative analysis of the dynamic phase changes. 

2. Classification of the Euler equations 

In the lowest order of approximation to a fo ur-velocity model of the E n­
skog- Vlasov equation, we obtained in [56] the following system 

(2.1) 8w _ 8u = O 
at ax ' 

(2.2) 8u + 8p = 0 
fJt fJx ' 

where t ~ 0 is the time, x E lR is the Lagrangian mass coordinate, u is the 
velocity, w is the specific volume, and p is the pressure. 

The pressure formula reads 

(2.3) 
1 - u2 a 

p = p(w, u) = 2(w- b) - w2 ' 

where a and b are positive constants; a is the ratio of the mean value of the 
potential of the attractive tail to the mean kinetic energy, and b can be taken to 
be unity. 

Equations (2.1)- (2.3) form the Euler equations for our model hydrodynamics. 
We consider them in the following domain: 

(2.4) w > b, 
a 
2b < 1' 

The set of (w, u) satisfying (2.4) is denoted by D . 
Condition (2.4)1 is obvious: the density 1/ w does not exceed the close-packing 

density 1/ b. The remaining constraints result from the physically reasonable de­
mand that the pressure p is positive. Indeed, the immediate consequence of that 
and (2.3) is 

(2.5) 
1 - u2 a( w - u) 
- 2- > w 2 · 

Dut for every w > b the following estimates hold 

O a(w- b) a 
< w2 ~ 4b · 
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Hence, if for some uo 
1- u6 a --<-

2 - 4b ' 

679 

then there is wo > b such that p(wo, uo) < 0, contrary to our assumption. There­
fore we have to admit only such values of u that (2.3)3 holds. 

It we denote 

(2.6) 
1 - u2 

T = --
2 

then (2.3) takes the well-known form of the van der Waals equation of state (1.1) 
provided that T given by (2.6) is interpreted as the temperature. 

We rewrite the Euler equations in the matrix form 

(2.7) _§__ (w) + M(w , u) • i_ (w) = 0, at u ax u 

where 

(2.8) 
[ 

0 
M= 1 - u2 2a 

- 2( w - b )2 + w3 

- 1 l u . 

w- b 

The eigenvalues of M are called the characteristic speeds. They are solutions of 

(2.9) 
,2 - ap(w , u) \ ap(w, tt ) = 0 
A 0U A + QW ' 

or explicitly 

(2.10) .A2 + _u_>.-[ 1- u
2 _2al =O 

w- b 2(w- b)2 w3 · 

The system (2.1 ), (2.2) is called strictly hyperbolic if Eq. (2.9) has two real 
solutions, and elliptic if both solutions of (2.9) are complex. 

We have 

LEMMA 1. 
i) If 

(2.11) 

then for every (w, u) E V the Euler equations are strictly hyperbolic; 

ii) if 

(2.12) 
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then they are hyperbolic-elliptic. The domain 1-t. of hyperbolicity is simply con­
nected and separates the two components of the domain of ellipticity £; 

iii) if 

(2.13) 
27 a 

32 < 2b < 1' 

then the Euler equations continue to be hyperbolic-elliptic, but the domain of 
ellipticity £ is simply connected and separates the two components of the domain 
of hyperbolicity 1-l. 

Cases ii) and iii) are shown in Figs. 2 and 3 where the domain of ellipticity is 
shaded. 

P r o o f. Equation (2.10) has two real solutions if and only if 

(2.14) 
2- u2 8a 

Ll(w , u) = (w- u)2 - w3 

is positive. This is equivalent to 

(2.15) 

However, for any w > b 

0 
4a(w- b)2 16 a 

< w3 ~ 27 b' 

and the equality sign takes place for w = 3b only. Therefore, if a/ b is such that 

2 a ( 16 a) 
u < 1 - 2b < 2 1 - 27 [; , 

then we have i). If 

we have ii), and if 
16 a 

1 - 27 b < O, 

we have iii). The proof is complete. 

The change of type of the Euler equations is physically interpreted as the 
phase transition. Case iii) of Lemma 1 is of particular interest since it resembles 
the situation met in the theory of the true van der Waals fluids (see [18- 48]). 
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PROPOSITION 1. 
i) If (wo , uo) E £,and (w, u) E £, then 

p(w, uo)- p(wo , uo) u2
0 ' > --~~--:-

w- wo 4(w- b)(wo- b) · 
(2.16) 

ii) If (wo, uo) E 7-{, (w , u) E 7-{, and the interval ((wo, uo), (w, u)) C 1t, then 

p(w, uo)- p(wo, uo) u6 
~~~~~~~ < ---~~---

w - wo 4(w- b)(wo- b) 
(2.17) 

P r o o f. First, let us notice that if ( wo, tto) E £ , ( w , u) E £ then the interval 
((wo, uo) , (w , uo)) c £ . On the other hand, if (w0, tto) E 7{, (w , uo) E 1{ then, in 
general, this is not true, and that is why we have to strengthen the assumptions 
in the hyperbolic Case ii). 

Secondly, let us notice that the left-hand sides of (2.16) and (2.17) are symmet­
ric in their arguments wand w0 . Therefore it is enough to prove these inequalities 
in the case of w > wo only. We have 

w 

p(w,uo)-p(wo,uo) = 1 j ~p((, tto)d( . 
w - wo w - wo fJ( 

wo 

CASEi) 
For every wo ~ ( ~ w, we have ..:1((, uo) < 0. Therefore 

(2.18) fJ 1 (87>((, uo)) 
2 

tt6 
fJ(p ((, uo) > 4 fJu - 4((- &)2. 

Hence 

p(w, uo)- p(wo, uo) tt6 jw d( u6 
~~~~~~~ > - ------~----

w- wo 4(w - wo) ((- b)2 4(w- b)(wo- b) ' 
wo 

and (2.16) is proved. 
To prove (2.17) we proceed in a similar way, the only difTerence being that in 

(2.18) it is necessary to change the direction of the inequality sign. The proof is 
complete. 

3. The shock speed problem 

A discontinuous solution 

(3.1) { 
(w,, u,) 

(w, u)(x, t) = ( ) 
Wr, 1Lr 

for x < st, 

for x > st, 
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of Eq. (2.1 ), with shock speed s, is called a shock wave. Here, ( w1, u1) and ( wr, ur) 
are some constant values. To simplify the notation we write (w, u) for (w1, u1) or 
(wr ,ur), and (wo,uo) for (wr , ur) or (w1,u1), respectively. These values have to 
satisfy the R ankine- Hugoniot conditions 

(3.2) 
SW + U = S WO + UO , 

- su + p(w, u) = - suo + p(wo, uo). 

Eliminating u, and making use of (2.3) we obtain an equation for s = s ( w; wo, uo) 
which reads 

w2 +wo-2b 2 uo [ 1- u6 a(w + wo) ] 
(3·3) 2(w - b) s + w- b s - 2(wo - b)(w- b) - w6w2 = O. 

This equation has two real solutions if and only if 

(3.4) 
(w + wo- 2b)- (u6(w- b) 2a(w + wo - 2b)(w + wo) 

D ( w; wo, uo) = -'-------,:--'-"'-:-'::,--------'-
(wo - b)(w- b)2 w6w2(w- b) 

is positive. 

LEMMA 2. Let (w0 , u0) be such that p(wo, uo) > 0. Then the set 

{ w > b : D (w ;wo, uo) < o} 
is either empty or it is a finite interval contained in { x E IR : x > b} . 

Proof. We rewrite D(w; wo, uo) in the form 

1 
D(w; wo, 1to) = 2( b)2 P3(w - b), 

1U w-

where P(x) is the po lynomial of grade three. 

3 [ 2b(l - u6) 4a l 2 P3(x) = 2p(wo, uo)x + 1 + b -- x 
wo- wo 

+ [2b (1 - ~) + &2(1 - u6) + 2abl x + b2. 
b wo - b w5 

Since P3(0) = b2 > 0, P3(x) > 0 for sufficiently large positive x, and P3(x) < 0 
for sufficiently large negative x, then this polynomial can take negative values in 
the domain x > 0 in a finite interval only. The proof is complete. 

In principle, we could make use of the theory of the cubic polynomials to get 
the precise answer to the question of the sign of P3 (x ). Unfortunately, in our 
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case, the coefficients in P3(x) are so complicated that we are unable to draw any 
conclusions. Therefore, we present only partial answers to the question of the 
sign of D(w; wo, uo). 

LEMMA 3. 
i) If 

(3.5) 

then D(w; wo, uo) < 0; 

ii) if 

(3 .6) 

then D(w; wo, uo) > 0. 

p(w, O) - p(wo , O) 
0 > ' w- wo 

p(w , uo) - p(wo , uo) 
0 < ' w - wo 

P r o o f. We have the following identity 

D( 
. ) _ 

2 
fp(w, uo) - p(wo, uo) wo - b p(w ,O)- p(wo,O)] 

w,wo,uo -- l + -- . w - wo w - b w - wo 

The assertion follows immediately from the above and the estimate 

(3.7) 
p(w, uo) - p(wo,uo) > p(w,O) - p(wo,O) 

w - wo w- w0 

for w > b, wo > b, 1LB < 1. The proof is complete. 

COROLlARY 1. If 0 < u5 < 1 - 16aj27b, then for every w > b, wo > b, 
D( w; wo, uo) > 0. 

P r o o f. If the assumption is satisfied, then op(w, uo)fow < 0 for every 
w > b. Hence, (3.6) holds. The proof is complete. 

LEMMA 4. If (wo, uo) E £, (w, uo) E £ , and w > wo, then D(w; wo, uo) < 0. 

P r o o f. We write 

(3 .8) 
u5 _ w + wo- 2b [4 p(w, uo) - p(wo, uo)] 

D(w; wo, uo) = ..,--_;;__,-,-;c 

( w - b )2 2( w - b w - wo . 

Making use of (2.16) we obtain 

u6(w- wo) 
D(w; wo, uo) ~ - 2(wo _ b)(w _ b < 0. 

The proof is complete. 
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LEMMA 5. 
i) There are such pairs (wo, uo) E £, (w, uo) E £with w < wo that 

D(w; wo, uo) > 0; 

K. PlECI-IOR 

ii) also, there are other pairs ( wo, uo) E £, ( w , uo) E £, w < wo such that 
D(w; wo, uo) < 0. 

P r o o f. Let w0 > b be such that 

(3.9) 0 2 
_ 8a(wo- b)2 

1 
_ .!!:.__ 

< w5 < 2b' 

and let c > 0 be sufficiently small. We take 

2 2 
8a(wo - b)2 

uo = + c - w3 
0 

(3.10) 

Of course, then .:1(w0 , u0) < 0. Using (3.7) in (3.4) we obtain 

w - wo [ 1 
(3.11) D(w; wo, uo) = - w _ b (wo _ b)(w _b) 

_ 2a [(3wo- 4b)(w- wo) + 2wo(2wo - 3b)] ] _ c 
w5w3 (wo - b)(w - b) · 

Owing to D(wo; wo, uo) < 0, there is w such that b < w < wo and 

(3 .12) D(w; wo, uo) = 0, 

and D(w;wo,uo) < 0 for w < w ::; wo. From (3.11), (3.12) we obtain 

w = wo- c(wo - b) + O(c2). 

1 
_ 4a(wo - b)2(2w0 - 3b) 

w3 
(3.13) 

We assume additionally that 

1 
_ 4a(wo- b)2(2wo - 3b) > 

0 
w4 

0 
(3.14) 

for, of course, sufficiently small c > 0 and w < w0. 

Let us evaluate .:1(w, u0 ) . Using (3.10) and (3.13) in (2.14) we obtain 

12ab(wo - b)2 
1 - ----'---=---'­

w 4 
L1(w, uo) = - E 0 + O(c2

). 

1 
_ 4a(wo- b)2(2wo- 3b) 

w3 
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If there is w0 satisfying (3.9), (3.14) and 

(3.15) 1 
_ 12ab(wo- b? 

0 4 < ' wo 

685 

then we obtain i), since it is enough to take (w, uo) E £such that w < w. On the 
other hand, if there is wo such that 

(3.16) 1 
_ 12ab(wo - b)2 

0 4 > ' wo 

then we obtain ii) because then there is w < w < w0 satisfying our demands. 
Hence, it remains to show that there is wo satisfying (3.9), (3.14), (3.15), and 

that there is, possibly difierent from the previous one, another w0 satisfying (3.9), 
(3.14), and (3.16). 

The positive answers are readily available by noticing that (3.14) and (3.15) 
can be rewritten as 

(3 .14') 1 
_ 4a(wo- b)2 _ 4a(wo- b)2(wo- 3b) 

0 3 4 > ' wo wo 

(3.15') 1 
4a(wo - b)2 4a(wo - b)2(wo - 3b) o· 

- 3 + 4 < ' 
wo wo 

whereas (3.14), (3.16) can be rewritten in the form (3.14') and 

1 
4a(wo - b)2 4a(wo - vf(wo- 3b) 0 

- 3 + 4 > . 
wo wo 

(3 .16') 

The proof is complete. 

LEMMA 6. If (wo, uo) E 1-£, (w, uo) E 1-£, w ~ wo, and the interval 
((w,uo), (wo,uo)) c 1{, then D(w;wo , uo) > 0. 

P r o o f. Use (3.8) and (2.17). 

LEMMA 7. If 
27 a 27 
37 < 2b < 32 

then there is uo such that Ll( w, uo) > 0 for every w > b, and there are ( wo, uo) E 

1{, ( w, uo) E 1-£, w > wo such that D( w; wo , uo) < 0. 

P r o o f. Let c > 0 be sufficiently small. Let us take 

(3.17) wo = b(3 - c), 
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and 

(3.18) uB = 2 _ a(wo- b)(wo + b)2 

bw3 
0 

K. PIECHOR 

Then 0 < u5 < 1 - (a/2b}, and 

_ 2 [ 4a( w - b }2
] u5 

L\(w,uo)- (w- b)2 1 - w3 - (w - b)2 

1 [2 32a 2] 16ae:
2 

( 1 7 ) 
~ (w- b)2 - 27b - uo = 81bw6(w- b) - 12£ > 0 

fort: sufficiently small. 
Next, we rewrite D(w; wo, uo) in the form 

(3 .19} D(w; w, u) = 2(wo _ b~(w _ b)2 [cw + w0 - 2b) 

We take also 

(3.20) 

Then 

2 ( 2 2 a(wo- b)(wo + b)
2

) ( ) 2] - u0 - u0 - + w0 - w u0 
bw6 

a(w + wo- 2b)[(wo - b)w- 2bwo]2 
+~----~--~~--~----~~ 

2bwo 
w = -- . 

wo - b 

3- t: 
w - wo = t:b-- > 0. 

2- t: 

2bw6w2( w - b )2 

Inserting (3.17), (3.18), and (3.20) into (3.19) one gets 

. _ e:bwou6 
D(w, wo, uo)- - 2(wo - b)2(w - b)2 < 0. 

The proof is complete. The profiles s(w; wo, uo, a) for some values of wo, uo and 
a are shown in Fig. 1. We can see that these profiles depend very strongly on the 
values of the three parameters. They can be nonmonotonic or even undefined for 
some values of the specific volume w. Also, the change of sign of s(w; wo, uo , a) is 
noticeable. On the other hand, the profile in Fig. le is very much like that in the 
case of ideal gases, despite the fact that now the system of the Euler equations 
is hyperbolic-elliptic, and the domain of hyperbolicity is disconnected. 



http://rcin.org.pl

0: 
CXl 

..::= 

0 } 0/ 

0.~ a' 

\ or 
-ad 

)/ }j 
\ ~ 

11 16 }j 

-08 -~ 

dl 

Ql< 

056 Oll7 

oi ; --- j < w I 0 
r 
·~ /1 l5 21 25 .. 

-Q56 -0.07 

-all 

FIG. L The function s(w; wo, uo, a) versus w for some values of wo, uo, a. a) a = 1.65, wo = 2.25, uo = 0.25; 
b) a = 1.65, wo = 2.3, uo = 0.25; c) a = 1.9, wo = 1.7, uo = 0; d) a = 1.9, wo = 6.5, uo = 0. 
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4. Properties of shock speed and the Hugoniot locus 

In this Section we investigate properties of the shock speed s( w; w0, u0) as­
suming, of course, its existence. 

PROPOSITION 2. Let s = s( w ; wo, uo) be given. If 

(4.1) 

and 

(4.2) 

_ bwo 
w> --b, 

wo-

0 2(- ) a( wow- b(w0 + w))2 

< s w;wo,uo < 3-3 ' 
2bw0w 

then there are exactly two w 1 > b, w2 > b, w 1 -:f w, w 2 -:f w such that 

(4.3) s(w1; wo, uo) = s(w2; wo, uo) = s(w; wo, uo). 

In other words, any value of s can be taken at most three times. 

Proof. Let s = s(w ; w0 , u0 ) be given. Then the following identity is true 

w + wo- 2b_2 uo _ [ 1- u5 a(w + wo)]-
0 (4.4) 2(w · b s + w- b s- 2(wo- b)(w- b) - wijw2 - · 

Now, Jet us consider Eq. (3.3) with s = s, but with unknown w. Using the identity 
(4.4) to eliminate u0s from Eq. (3.3) we obtain 

(4.5) (w- w) { s2(w- b)2 + 2 [s 2b- a(wwo- b~w + wo))l (w - b) 
w2w2 

0 

1.2 [...,2 2a( w + wo)] } = 0 +u s + 2- 2 . 
w0w 

One solution is trivial: w = w. This equation has two other solutions if and only 
if (4.2) holds. These two solutions are of the same sign. They a re positive if 
additionally 

(4.6) 
_ 2 a(wwo- b(w + wo)) 
s < --'-----=-'---=----'-'-

bw6w2 

This condition is not contradictory if the term on the right-hand side is positive. 
In turn, it happens if and only if ( 4.1) holds. We show now that ( 4.1 ), ( 4.2) imply 
( 4.6). Indeed, 

a( wow- b(wo + w)2
) = ! (1 _ .!!_ _ .!!..) a( wow- b(wo + w)) 

2uwgw 3 2 wo w bwfiw2 

a(wow- b(wo + w )) < ~~-~~-~ 
bw2w2 

0 

The proof is complete. 
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PROPOSlTION 3. If Ll(wo, uo) > 0, then the equation 

(4.7) s(w; wo, uo) = >.(wo, uo) 

has at least one solution, namely w = wo. If additionally 

(4.8) wo > 2&, 

and 

(4.9) 2 a(wo- 2&)2 

>. (wo ,uo) < 4 ' 
2bw0 

then there are two other solutions wb w2 satisfying w 1 > b, w2 > b, w 1 'f wo, 
'W2 'f WQ. 

Proof. Since D(wo;wo,uo) = Ll (wo,uo), then w = wo is a solution of 
(4.7). If (4.8) and (4.9) hold, then w = wo, and s = >.(wo, uo) satisfy (4.1), (4.2). 
Therefore, making use of Proposition 2 we obtain the second thesis. The proof 
is complete. 

LEMMA 8. If 

(4.10) d I -l-s(w; wo, uo) _ = 0, 
GW w=w 

then w satisfies 

( 4.11) 
_ 2bwo 
w > --b. 

wo-

Moreover, there is exactly one w 'f w such that s(w ; w0 , u0) = s (w; w0 , uo); w is 
given by 

(4.12) 
btvow b 

w = > . 
w (wo- b) - 2bwo 

P r o o f. Differentiating Eq. (3.3) with respect to w we obtain 

(4.13) ----s+-- - = s + --~ [ 
w + wo - 2b uo ] cls wo - b 2 uos 

w- b wo- b dw 2(w- b)2 (w- b)2 

[ 
1 - u5 a( w + 2wo)] 

- 2(wo- b)(w- b)2 - w5w3 · 

We use Eq. (3.3) to eliminate u0s and obtain 

[
w + wo- 2b 

8 
+ ~] !!!._ = _ 1 { 82 _ 2a [(wo- b)w- 2bwo]}. 

w- b wo- b dw 2(w- b) w5w3 
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Hence, (4.10) holds if and only if 

(4.14) 2(_· ) _ 2a [(w0 - b)w- 2bw0] 
s w, wo, uo - 2- 3 . 

w0w 

The right-hand side is positive for 

only. 

2bwo 
w >-­

- wo - b 

Inserting ( 4.14) into Eq. ( 4.5) we find easily that it has one double solution 
w = w, the third one is given by (4.12). The proof is complete. 

Let ( w0 , uo) be given. The Hugoniot locus H ( w0 , u0 ) is defined as the set of 
all states (w , u) E V which satisfy (3.2) for some real s. For any (wo , uo) and 
w > b, if D(w; wo, uo) ~ 0, H(wo, uo) consists of two branches II±(wo, uo), and 
each of them is defined by 

H±(wo, uo) = {Cw,u): u = uo - s±(w;wo, uo)(w- wo)} , 

where 

(4.16) w- b [ uo V ] s±(w;wo, uo)= 
2

b - --b± D(w;wo, uo) . 
w + wo - w-

Of course, (wo, uo) E If+(wo,uo) n ff_ (wo, uo). However, there can be other 
states (w, u ) belonging both to H +(wo, uo) and H _(wo, uo). As it is seen from 
(4.16), it occurs if D(w; w0 , uo) = 0, w t= w0. Then H(w0 , uo) forms loops. Also, 
let us notice that the Hugoniot locus can be disconnected. 

The shapes of the Hugoniot loci for a few values of w0, u0, and a are shown 
in Figs. 2 and 3. Figure 2 presents them for the case when the domain of hy­
perbolicity is connected. As we can see, the curves can be either connected or 
disconnected. In the latter case they can form loops, and enter the domain of 
ellipticity where the speed of sound is complex. 

In Fig. 3, four examples of the Hugoniot loci are given for the case of discon­
nected domain of hyperbolicity. The ineresting thing is that they can traverse the 
domain of ellipticity. Also, loops to the right (Fig. 3b) or to the left (Fig. 3d) of 
the point ( w0 , uo) can be formed. In Fig. 3c the point ( wo, uo) belongs to the do­
main of ellipticity. In this case, the Hugoniot locus consists of three components: 
the left-hand branch, the sole point (wo, tto), and the right-hand branch. 

We have to add that these do not exhaust all possible interesting situations. 
We establish two auxiliary results. 
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d) a = 1.9, wo = 6.5, uo = 0. 
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PROPOSITION 4. Let s = s(w; w0 , u0 ) be a solution of Eq. (3.3). Then 

{ 

WQ - b 2 UQS 

(4.17) (w- wo) 2(w _ b)2 s + (w _ b)2 

[ 
1 -u5 a(w+2wo)]} 

- 2(wo- b)(w- b)2 + w5w3 

= _ { ( w - b )2 + ( w0 - b )2 
82 + uos( wo - b) _ [ 1 - u6 _ 2a] } . 

2(w- b)2 (w - b)2 2(w - b)2 w3 

P r o o f. Let C be the left-hand side of ( 4.17). We have trivially: C = C - 0, 
and substituting the left-hand side of (3.3) for zero we obtain the right-hand side 
of ( 4.17). The proof is complete. 

PROPOSITION 5. If (w, u) E JI(wo, uo), then 

(4.18) [s(w; wo, uo) - A+(w, u)] [s(w; wo, uo)- A_(w, u)] 

= (w- b)2 + (wo - b)2 
82 + su0(wo - b) _ [ 1 - u5 _ 2al 

2(w- b)2 (w- b)2 2(w- b)2 w3 ' 

where A±(w, u) are the solutions of (2.10) 

A±(w, u) == ~ ( - w ~ b ± J i1(w, u)) . 

Proof. Setting u = uo- s(w- wo) in Eq. (2.10) we obtain 

(4.19) 
uo- s(w- wo) 

A+(w, u) + A_(w, u) = - w _ b , 

and 

. - s2(w- wo)2 suo(w- wo) [ 1- ufi 2al 
(4.20) A+(w, u)A_(w, u)- 2(w _ b)2 - (w _ b)2 - 2(w _ b)2 - w3 · 

Equation ( 4.18) is an immediate consequence of these identities. The proof is 
complete. 

LEMMA 9. Let D(w; wo, uo) > 0. 

i) If (w, u) E H +(wo, uo), then 

ds+ 
(w- wo)- > 0 

dw 

if and only if 

( respectively : ( w - w0) ~s; < 0) 

A_(w , u) < s+(w; wo, uo) < A+(w, u), 

(respectively: s+(w; wo, uo) < A_(w, u) or s+(w; wo, uo) > A+(w, u)). 
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ii) If (w,u) E JL(wo, uo), then 

( 
ds _ 

w- wo) - > 0 
dw ( 

ds_ ) 
respectively : ( w - wo) dw < 0 

if and only if s_ (w; wo, uo) < A_(w, u) or s_ (w; wo, uo) > A+(w, u) 
(respectively: A_(w, u) < s_ (w; wo, uo) < A+(w, u)). 

· Proof. Owing to (4.13), (4.17), and (4.18) we have 

[
w + wo - 2b 

8 
+ ~] ~ = _ (s- A+)(s - A_). 

w - b w - b dw w - wo 
(4.21) 
' 

w + wo - 2b uo J ---=----s + --b = D(w; wo, uo) . 
w-b w-

Therefore on H + ( wo, uo) 

I ~+ yD(w;wo,uo)(w- wo) dw = - (s+ - A_)(s+- A+)· 

K. PLECHOR 

Assertion i) is an immediate consequence of this identity. To prove ii) we use 

j D(w ; wo, uo) (w- wo) c~s~ = (s_ - >. _)(s_ -A+) 

on H _ ( w0 , uo). The proof is corn plete. 
LEMMA 10. If 

(4.22) 
d
d s(w; wo , tto)l _ = 0, 
W w = w 

then s(w;w0,u0) = A+(w,u) or >._(w,u), where (w,u) E H(wo,uo). 
Conversely, if for some w = w -::f wowith (w,u)E ll(wo,uo), D(w;wo, uo) > 0, 

and s(w; w0 , u0) = A+(w, u) or A_(w, u), then (4.22) holds. 

P r o o f. The first part of the Assertion is a consequence of (4.20) and the 
Assumption. Conversely, if s = A+ or s = A_ then dsjdw = 0, since D > 0. The 
proof is complete. 

LEMMA 11. Let (w, u) E H(wo, uo). Then 

(4.23) 
du = - ~ s2

- A_A+ 
dw 2 A_ + >.+ ' 

s- 2 

where s = s(w;wo , uo); A± = A±(w, u). 
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P r o o f. DifTerentiating 

u = uo - s( w - wo) 

we obtain 
du ds - = - (w- wo)-- s. 
dw dw 

Next, making use of (4.21) we get 

-dw- = - 2s + _u_ 
w - b 

wo - b 2 ( uo ) --b s + s --b + .L +A+ - A_ A+ 
w - w -du 

Applying (4.19) we obtain (4.23). The proof is complete. 

LEMMA 12. Let D( w; wo, uo) > 0, and let 

d
d s(w; wo, uo)l _ = 0. 
W w=w 

Then 
i) s( w; wo, uo) attains a local minimum at w, provided that ( w - wo)r· \1 A < 0 

at (w , u); 
ii) s( w; w0 , u0) attains a local maximum at w, provided that ( w - wo)r· \1 A > 0 

at (w,u). 
Here, u = uo - s(w; wo, uo)(w- wo), r = r±(w, u) is the right eigenvector of 

the matrix M corresponding to A± respectively, and A = A+ or A_ according to 
whether s = A+ or s = A_ , 

Proof. DifTerentiating (4.21) and using the Assumption we get 

d2s 1 [ dA+ dA_] 
(2s - A_ - A+) dw2 = w - wo (s- A_) dw +(s- A+) dw . 

Let s = A+, then the above reduces to 

d2s 1 dA+ 
dw2 - w- wo dw 

But, making use of ( 4.23) we obtain 

dA+ = 8A+ + 8A+ du = OA+ _ A+ 8A+ = r +. \1 A+. 
dw 8w 8du dw 8dw 8du 

Hence, at w = w 
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Similarly, ifs = >. at w = w, then 

d2s 1 
-2 - r_.\7.). _ . 
dw w- wo 

The proof is complete. 

PROPOSITION 6. Given Wr, W/, Ut with (wt, Ut ) E V, then (wt, Ut) E H(w,, ur), 
and 

(4.24) 

where 

(4.25) 

provided that s(wr; w,, u,) exists. 

P r 0 0 f. If (w, u) E H(wr, ur ) then 

U = Ur- s(w;wr,Ur)(w - Wr )· 

Setting here w = w1, and using (4.25) we get 

u = Ut - [s(wr; Wt, Ut)- s(w1; Wr, u,.)] (wr- w, ). 

It follows from the above that it is sufficient to show th at ( 4.24) holds in order 
to have (wt, ut) E H(wr,ur )· We introduce the shorthands St = s(wr ;w,,u,) 
and sr = s( w1; wn ur ). These quanti ties satisfy Eq. (3.3) with w = wTl wo = w,, 
uo = u,, and w = w,, wo = wn uo = Ur, respectively. Substituting (4.25) into the 
equation for sr, and using Eq. (3.3) for s1 we obtain 

2 2[ut- St(Wr- Wt)] 3wt - Wr - 2b 2 2UtS/ O 
Sr + Sr - St - = . 

Wr + W[- 2b Wr + Wt- 2b Wr + W[ - 2b 

This equation has two real solutions, one of them is given by (4.25). The proof 
is complete. 

PROPOSITION 7. Given w, wo, uo with (wo, uo) E V. Then 

(4.26) s±(w; wo, -uo) = -s'f (w; wo, uo). 

P r o o f. Equation (4.26) is an immediate consequence of (4.16) and the 
identity 

(4.27) D(w; wo , -uo) = D(w; wo , uo). 

The proof is complete. 
The graphs of the shock speed as a function of the specific volume w are given 

in Fig. 1 for a few values of a, b, w0 , and uo. 
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5. Travelling waves in the model Navier-Stokes equations 

Within the Euler equatio ns, the shock wave is a jump discontinuity propa­
gating along the line x - st = 0. Let ( wt , ut ) and ( W r, ur) be the given states 
to the left and to the right of the line of discontinuity. They have to satisfy the 
Rankine - Hugonio t rela tions. However, it is not enough to accept such a jump 
as physical. It is well known that some additional conditio ns have to be im­
posed. Various ideas were used to formulate such additional admissibility criteria 
[10-48]. 

We remind that our principal task is to investigate different approximations 
to the model kinetic equations of [56], and the Euler equations (2.1) are the last 
but crucial term in the sequence. H ence no freedom of choice of admissibility 
criteria is left to us, and we have to turn to the next order approximation, i.e. to 
the Navier - Stokes equations. 

The Navier - Stokes equa tions read 

(5.1) 

aw au - -- = 0, at ox 
8u 8 8 ( 8u) Bt + OXp(w, u) = cOX J.L OX ' 

where t , x, w, u, a nd p(w, u) a re the same as previously, but cJ.L is the coefficient 
o f viscosity, c > 0 is a parameter, and J.L = ;.t(w, tt ) is given by 

(5.2) 
w 

e(w) = --b . 
w-

A travelling wave solutio n to (5.1) is a solution o f the form 

(5.3) (w, u)(x, t) = (w, u)(z), 
x - st 

z = -- E lR, 
c 

where s = const is the wave-speed, such that 

(5.4) 

(5.5) 

and 

(5 .6) 

Jim (w, u)(z) = (wt, Ut), 
z- - oo 

Jim (w, u)(z) = (wr , Ur), 
z- + oo 

lim dd (w,u)(z) = (0, 0). 
z___,.oo z 

A discontiuous solution (3.1) to Eqs. (2.1) is said to be admissible, if Eqs. (5.1) 
admit a travelling wave solution (5.3)- (5.6) for sufficiently small £ > 0. 
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We substitute (5.3) into (5.1), perform one integration with respect to z, use 
the limit conditions (5.4)- (5.6), and obtain 

(5.7) 

(5.8) 

as well as 

(5.9) 

u = Ut - s(w- Wt), 

J.l. ~: = -s(u - Ut)+ p(w, u) - p(wl, Ut) , 

S"Wr + Ur = S"Wt + Ut , 

- SUr+ p(wr, ur) = - SU[ + p(wt,Ut)· 

Equations (5.9) have the form of the Rankine - Hugoniot conditions (3.2), 
which were discussed thoroughly in the preceding sections. 

Using (5.7) to eliminate u from Eq. (5.8) we arrive at the problem: 

find a solution to 

(5.10) 

such that 

(5.11) 

(5.12) 

~ dw f C ~) o SJ.l. d z + I "W = ' 

lim w(z) = "W[ , 
z--oo 

lim w(z) = "Wr , 
z-+oo 

lim w'(O = lim w'(O = 0, 
z -. - oo z-+ + oo 

where the prime ' denotes d/ dz , and where 

(5.13) 

(5.14) 

ft(w) = s2(w- w1) + p(w, Ut - s(w - wt)) - p(wt, Ut) , 

ft(Wt) = ft( wr ) = 0 

and ji = J.J.(w, u1- s(w - w1)). The subscript l in ft is used to mark that f(w) is 
related to the left state ( w1, u1) which is treated as given. We have 

LEMMA 13. Problem (5.10)- (5.14) has a unique solution if and only if 
ft(w) < 0 between Wt and "Wr for s(wr - w1) > 0, 
ft(w) > 0 between Wt and "Wr for s(wr - w1) < 0. 

p r 0 0 f. If Wr > W[, then we must have w'(z ) > 0. Hence, if s(wr - Wt) > 0, 
then SW1(z) > 0, therefore f(w) haS tO be negative between W[ and Wr . The 
second case is analyzed in a similar way. The proof is complete. 

THEOREM 1. The problem (5.10) - (5.14) has a unique solution if and only if" 

i) for s(wr - w1) > 0, the chord joining (wt, p(wt, ut)) to (wr.p(wr, ur)) lies 
above the graph of p(w, Ut- s(w- Wt)) between Wt and wr; 
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ii) for s(wr - Wt) < 0, the chord joining (wt, p(wt,Ut)) to (wr, p(wr, ur)) lies 
below the graph of p(w, ut- s(w- Wt )) between w, and Wr· 

Proof. Rewrite f( w) < 0 in the form p(w, u,- s(w- w, )) < s2(w- Wt) + 
p(w1, ut ). The case of f( w) > 0 is analyzed similarly. The proof is complete. 

This theorem reminds the similar ones of [18] or [19] for the isothermal case. 
The essential difference between the latter case and that of ours is that in the 
isothermal case p does not depend on s. Therefore changing s we change only the 
slope of the Rayleigh line, i.e. the chord joining ( Wt, p(wt)) to ( Wr. p( Wr )), and the 
graph of p( w) remains intact. In our case, when changing s we change not only the 
slope of the Rayleigh line but the graph of p itself, since p = p(w, Ut - s(w- Wt)). 
Hence, the use of this very intuitive theorem is a little bit troublesome in the case 
under consideration. 

The assertions of Lemma 13 and Theorem 1 were essentially independent 
of the specific form of p(w, u). If p(w, u) is given by (2.3), then we can obtain 
analytical criteria for existence of the travelling waves. Namely, we have 

LEMMA 14. Let p(w, u) be given by (2.3). Then, there is a unique solution to 
(5.10)- (5.14) if and only if: 

i) for s > 0: 

(5 .15) ( 
U J ) 

2 
( W - b )2 

s + 2b - ( 2b)2D(w;wt,ut) :::; 0 
w + w, - w + Wt -

between Wt and wr ; 

ii) for s < 0 

(5.16) ( 
Ut ) 2 (w- b)2 

s + 2b - ( 2b)2D(w;w,, ut) ~ 0 w + w, - w + Wt -

between Wt and Wr, where D(w; w,, u, ) is given by (3.4). 

P r o o f. Using (2.3) we write 

ft(w) = (w- w,)w + w, - 2b [(s + Ut )
2 

2( W - b) W + W t - 2b 

(w- b)2 l 
-

2
b)2D(w;w,, u,) . 

W + Wt -

From this identity and with the use of Lemma 13 we obtain easily (5.15) and 
(5.16) by considering separately four cases of s > 0, wr - W t > 0, etc. The proof 
is complete. 

Let us notice now, that the necessary condition for (5.15) to hold is D(w; w,, u,) 
> 0 between Wt and Wr. Hence, ( Wr, ur) has to belong to the same component 
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of H(w~, ut) as (wt, ut ) does. Next, (5.14)2 means that s satisfies Eq. (3.3) with 
(wo, uo) = (wt, ut) and w = Wr. Thus, s = s(wr; Wt, Ut ) Therefore we can rewrite 
(5.15) as follows 

(5.17) 

between Wt and Wr· 
This is a generalization of the Oleinik - Liu condition [10, 13 -15] to the present 

problem. 
Summing up we have 

CoROllARY 2. If the wave speed s = s(wr ; Wt, ut ) is strictly positive, then 
(5.10)-(51'!4) has a unique solution if and only if 

i) (wr,ur) belongs to the same component of J!(wt,ut) as (wt,ut) does; 

ii) the Oleinik - Liu condition (5.17) is satisfied. 

On the other hand, let us notice that if s< 0, then the case when D(w; wt, ut) 
takes negative values is not excluded and (wr,ur) and (wt , ut) can belong to 
different components of J!(wt, ut) . If so, then s±(w; Wt, ut) becomes complex for 
some values of w between Wt and wr . Consequently, the Oleinik - Liu condition 
is violated. 

This asymmetry can be understood on physical grounds. Namely, if s > 0, 
then the left-hand state (wt, ut ) is the sta te after the wave, and the right-hand 
state ( Wr, ur) is that before the wave, whereas if s < 0, the situation is opposite. 
We can see that by treating the right-hand state ( wn ur) is given. Then, instead 
of (5.7) we have u = Ur - s(w- wr), and Eq. (5.10) is replaced by 

(5.18) SJ-Lr (w) ~~ + f r(w) = 0, 

where J-Lr(w) = J-L(w, Ur- s(w- wr)) and 

(5.19) fr(w) = s2(w - Wr) + p(w, Ur- s(w - Wr )) - p(wr, Ur) , 

(5.20) fr(wt) = fr( wr ) = 0. 

Instead of Lemma 14 we have 

LEMMA 15. Let p(w, u) be given by (2.2). Then, there is a unique solution to 
(5.11), (5.12), (5.18)-(5.20) if and only if 

i) fors > 0 

(5.21) 

between Wt and wr; 
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ii) for s < 0 

(5.22) 

between Wt and wr . 
We have also 

CoROLLARY 3. If the speed s = s( Wt; Wr, ur) is strictly negative, then the 
problem (5.11), (5.12), (5.18)- (5.20) has a unique solution if and only if 

i) (wt , ut) belongs to the same component of JJ(wn ur) as (wn ur ) does; 

ii) the Oleinik - Liu condition in the form 

(5.23) 

holds between Wt and wr . 

LEMMA 16. Conditions (5.15) and (5.21) are equivalent, as well as (5.16) and 
(5.22) are. 

P r o o f . Let £1 denote the left-hand side of (5.15) and (5.16), and let Lr 
denote the right-hand side of (5.21) and (5 .22). Since s = s(wr; Wt, ut ), then using 
Eq. (3.3) with w = w" (wo, uo) = (wt, ut ) to eliminate Uts from £1, we obtain 

r _ W - Wr { 2 2a[w(w,.wt - bwt- bwr ) - bwtwr ]} 
J..-t - s -

w + Wt - 2b w2w2w2 · I r 

Similarly, using the fact that s = s( w 1; Wr, ur) (cf. Proposition 6) we can write 

Let £ :::; 0; then either 

a ) W- Wr :::; 0 and 

or 

{J ) W- Wr ~ 0 and 

Let us consider a). The inequality w < Wr implies Wt < w < wr. Hence 
w - Wt > 0. Therefore (5.21) holds. In the case (J ), it must be Wt - w < 0, and 
again we obtain (5.21). 

If Lr ~ 0, then we proceed similarly and obtain (5.15). The proof is complete. 
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Th unify our considerations we introduce the following definitions: 

{ (wt, Ut) for s > 0, 
(wa, Ua) = ( ) for s < 0, Wr, Ur 

and 
{ (wr, Ur) for s > 0, 

(wb, ub) = ( ) for s < 0, Wt, Ut 

and call ( wa, ua) the state after the wave, whereas ( wb, ub) the state before the 
wave. 

We have 

THEOREM 2. Equations (5.1) admit the unique travelling wave solution (5.3) ­
(5.6) if and only if 

i) (wb, ub) belongs to the same component of H(wa, ua) as (wa, ua) does; 
ii) the Oleinik- Liu condition: 

is satisfied for every w between Wa and Wb· 

This theorem is a compilation of Corollaries 2 and 3, and as such it needs no 
proof. 

6. Shock-wave structure 

The problem (5.10)- (5 .14) with J.l(w , u) given by (5.2) and u given by (5.7) 
admits an explicit solution. To determine it we perform some transformations and 
substitutior;ts. Let wr, wt, Ut be given, and let s denote the shock-wave speed, i.e. 
s = s(wr ; Wt, u,). 

First, from (5.2) and (5.7) we obtain 

(6.1) 

where 

(6.2) 

1 4 . 

jl,(w) = 8w3(w- b)~ A;w'' 

Ao = b2 ( 1 - (ut+ swt )2) , 

A1 = -2b [1- (ut + swt?- bs(ut + swt )], 

A2 = 1 - (ut+ swt )2 - 4bs(ut + swt) - b2s2, 

A3 = 2s (ut + s(wt +b)) , 

A4 = 2b2 - s2
. 
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Hence, fi( w) is a rational function. Also, f 1 ( w) is such. Th show this we make use 
of (2.3), (5.7), (5.13), and (5.14) and obtain 

(6 .3) 
F( ) (w- Wt)(w- Wr ) [ 2 2 2a(wtWr- bw,- bwr) 2ab l 

.1 1 w = s w - w + -- . 
2w2( w - b) WfW; WtWr 

Using (6.1), (6.3) we rewrite Eq. (5.10) in the explicit form 

(6.4) 

where 

(6.5) 

4 

L Aiwi 

------~~·-=-0~~~------~dw = -4sd~ 
w(w- Wt)(w- wr)(w2 - 2ow + {3 ) ' 

are constants. 
Equatio n (6.4) can be easily integrated. The result depends significantly on 

the sign of 

(6.6) 

CASE I. W > 0. 

Under this assumption, the equation f 1(w) = 0 has exactly two real solutions 
w = w1 and w = wr . H ence, the general solution of Eq. (6.4) is 

(6.7) 

where 

1 
Alnw +Bin lw- wtl + C ln lw- wrl + 2Dln(w2 - 2ow + {3 ) 

E w +a 
4 

. . + arctan = - sz + mtegrat1on constant, 
Jf3- a 2 Jf3- a2 

A=~ 
f3wtWr ' 

B = An - w1A21 

(wr - w ,)(w1 - 2aw, + {3) ' 

Au - WrA21 c = --------~--------~ 
(wr - Wt)(w; - 2owr + {3 ) ' 
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2 2 Ao 
A21 = -A4(wl + WJWr + wr) + A3(w1 + Wr ) + A2 - - - , 

WJWr 
D = A4 - A - B - C, 

I< . P lECHOR 

E = A4(w1 + Wr) + A3 + 2aA + B(2a- w1) + C (2a- Wr ). 

The explicit analytic solution (6.7) was used to obtain a series of shock profiles 
shown in Fig. 4. The input data were so chosen as to receive results resembling 
those of [4, 7]. Our Fig. 4 is qualitatively similar to Fig. 10 of [4]. In particular, 
we see that so-called impending shock splitting can be derived from our model 
equations. The notion of "impending shock splitting" was first introduced in [4] 
and refers to shocks having two infl exion points instead of one, what is usual. 

y 

0~~-6--~-~JLU~O--~J--~--~9~ 
z ·Jo· l 

F IG . 4. Impending shock splitting. Norm::~ lizcd profiles \1 = (w- w l)f ( -wr - 'Wl ) versus z X 10- 4
, 

a = 0.5, W r = 10, Ur = 0; J - W l = 1.623, 2 - W l = 1.653, J - 'Wl = 1.683, 4- W l = 1.713, 
5 - W l = 1.743. 

We omit all details of how to choose the entry data to obtain such phenomenon 
since it is fairly well done and explained in (4]. 

C ASE II. w :::; 0. 
U nder this assumption the equation 

w2 - 2aw + (3 = 0 

has two real solutions w_ :::; w+; what means that f1(w) has two additional zeros 
w = w_ and w = w+, except the "old" o nes w = w, and w = Wr. The existence 
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of shock connecting ( w, , tLL) to ( Wr, tlr) demands w_ and w+ not to lie between 
w1 and Wr . The result of integration of Eq. (6.4) depends however on additional 
detai led relations between the zeros o f ]1 ( w ). 

i) w, 'I W±, Wr 'I w'f, w_ < w+. In this case, the general solution of Eq. (6.4) 
reads 

A In w + B In lw- wd + C In lw- w,.1 +DIn lw- w_ l + E ln lw - w+ l 

where now 

A= Ao 
{JW{Wr 1 

B= 

C = 

(w1- wr)(wf- 2aw, + {3)' 

A11 - Wr A21 

= - 4sz + integration constant, 

W/ + Wr 
Au = - A4w1wr(w1 + Wr ) - A3W1'Wr- J\ 1 + Ao , 

W{Wr 

2 2 Ao 
A21 = A4(w1 + W{Wr + wr ) + A3(w1 + Wr ) + J\2- --, 

W{Wr 

D = l [A4(w1 + Wr + w _ ) + A3 + Aw+ + JJ(w1- w+ ) + C (wr- w+)] , 
w_ - w+ 

E = A4 - A - B - C - D . 

This case we illustrate with a series of expansion shock profiles presented in Fig. 5. 
A shock wave is called expansion shock if the graph of p(w, u1 - s(w- w1)) lies 
entirely above the R ayleigh line jo ining (wt, tt1) with ( wr, ttr ). Our Fig. 5 can be 
treated as a counterpart o f Figs. 3 and 7 of [4]. We can notice easily that the shock 
thickness increases rath er th an decreases, with strength. Also this phenomenon 
was discovered first in [ 4] and it is thoroughly discussed in the cited paper. 

ii) Either w1 = W± or wr = w'f , or both. In this case we have one-sided o r 
two-sided sonic shocks, i.e. shocks moving at the speed equal to the characteristic 
speed before or after the shock, or else all three of them are equal. In a situation 
like rhat, the asymptotic states of the shock are achieved algebraically rather than 
expcnentially and shock thickness is much greater than in the previous cases. This 
is very similar to what is discussed in detail in [6] . Therefore we omit a discussion 
of tt.e case. 

Summing up, we can say that our model equations produce results qualita­
tively similar to those obtained within the framework of the true Navier - Stokes 
eqmtions. 
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FIG. 5. Rarefaction shocks. Normalized profiles V = (w - W t)/(wr- Wt ) versus z X w- 2; 

a = 0.5, Wr = 10, U.r = 0.5; J - Wl = 6.5, 2 - Wt = 7.25, J - W t = 8.0. 

References 

1. J.D. VAN DER WAA!.S, On the continuity of the gaseous and liquid states, Edited with an introductory essay 
by J .S. ROWUNSON, Studies in Statistical Mecha nics, vol. XIV, North-Holland, Amsterdam 1988. 

2. P.A. l'HoMPSON and K. LAMIIRAKIS, Negative shock waves, J. Fluid Mech., 60, part 1, 187- 208, 1973. 

3. M.S. CRAMER, Negative nonlinearity in selected fluorocarbons, Physics Fluids, Al, 11, 1894-1897, 1989. 

4. M.S. CRAMER and A.B. CRICKENilERGER, T11e di.~1·ipative structure of shock waves in dell!ie gases, J. Fluid 
Mech., 223, 325- 355, 1991. 

5. P.D. LAx, Hyperbolic systems of conservation laws ll, Comm. Pure Appl. Mat h., 2, 537- 566, 1957. 

6. A. KLUWICK, Small·amplitude finite ·rate waves in fluids having both positive and negative nonlinearity, [in:] 
Nonlinear Waves in Real Fluids, A. KLUWICK (Ed.J, CISM Courses and Lectures 315, 1-43, Springer-Verlag, 
Wien 1991. 

7. M.S. CRAMER, Nonc/assical dynamics of claS.I'ical ga.1·es, (in:] Nonlinear Waves in Real Fluids, A. KLUWICK 
(Ed.], CISM Courses and Lectures 315, 93-145, Springer-Verlag, Wien 1991. 

8. M.S. CRAMER, A general scheme for the derivation of evolution equatiom describing mixed nonlinearity, Wave 
Motion, 15, 333-355, 1992. 

9. M. BRIO and J.K. HUNTER, A.1ymptotic equatiom for conservation laws of mixed type, Wave Motion, 16, 
57-M, 1992. 

10. OA 01£1NJ..K, Uniqueness and stability uf generalized .wlutiun of the Cauchy problem for a quasilinear 
equation, Amer. Math. Soci. Transl., 42, 285- 290, 1964. 

11. B. WENOROFF, T11e Riemann problem for materials with nonco11vex equation of state. l IJentropic flow, 
J. Math. Anal. and Appl., 38, 454-464, 1972. 

12. L l...ErnoVICH, SolutiOIL\' of the Riemann problem for hyperbolic .\ystenL\' of quasili11ear equatioll.l' without 
convexity conditio/IS, 45, 81- 90, 1974. 



http://rcin.org.pl

TRAVELLING WAVE SOLUTIONS TO MODEL EQUATIONS 707 

13. T .-P. l.Ju, 17te Riemann problem for general 2 x 2 conservation laws, Trans. Amer. Math. Soc., 199, 89-112, 
1974. 

14. T .-P. l.Ju, The Riemann problem for general lystems of conservation laws, J. Differential Equations, 18, 
218-234, 1975. 

15. T.-P. l.Ju, Admissible solutions of hyperbolic conservation laws, Memoirs of AMS, 240, Providence 1981. 

16. R.L PEGO, NonexistellCe of a shock layer in gasdynamics with nonconvex equation of state, Arch. Rational 
Mech. and Anal., 94, 2, 165-178, 1986. 

17. M SEVER, A class of hyperbolic lystems of conservation laws sarilfying weaker conditions than genuine 
nonlinearily, J. Differential Equations, 73, 1-29, 1988. 

18. M SLEMROD,Admissibility criteria for propagating boundaries in a van der Waalsfluid, Arch. Rational Mech. 
and Anal., 81, 301- 315, 1983. 

19. R. HAGAN and M. SLEMROD, 17te viscosity-capillarity admissibility cn·terion for shocks and phase transitioiiS, 
Arch. Rational Mech. and Anal., 83, 333-361, 1983. 

20. R. HAGAN and J. SERRIN, One-dimeiiSional shock layer.; in Knrteweg fluids, [in:) Phase nansformations and 
Material Instabilities in Solids, M.E. GuRTlN (Ed.), 113-127, Academic Press, Orlando 1984. 

21. M. Su:MROD, Dynamics offir.;t order phase transitioiiS, (in:) Phase Tiansformations and Material Instabilities 
in Solids, M GuRTIN (Ed.), 163-203, Academic Press, Orlando 1984. 

22. M Su:MROD, Dynamic phase transitions in a van der Waals fluid, J. Differential Equations, 52, 1-23, 1984. 

23. H. HATroR1, The Riemann problem for a van der Waals fluid wii/1 entropy rare admi.~1·ibility criterion. Isother­
mal case, Arch. Rational Mech. and Anal., 92, 3, 247-263, 1986. 

24. H. HATroR1, 17te Riemann problem for a va11 der Waals fluid wi th entropy rare admissibility criterion -
nonilotemtal case, J. Differential Equations, 65, 2, 158- 174, 1986. 

25. V. R oYTDURD and M. SLEMROD, Positively invariant regionv for a problem in phase transitions, Arch. Rational 
Mech. and Anal., 93, 1, 61-79, 1986. 

26. H. HATroR!, 17te entropy rare admi.1'.1'ibility cn·rerion a11d the double phase boundary problem , Contemp. 
Math., 60,51-65, 1987. 

27. M. SHEARER, Dynamic phase transitions in a van der Waals gas, Quarterly of Appl. Math., 46, 4, 631-636, 
1987. 

28. M. GRLNFELD, Nonisothennal dy11amic phase rramitiom, Quarterly of Appl. Math., 47, 1, 71-84, 1989. 

29. M. SLEMROD, A limiting "vi.fcosity" approach ro the Riema11n problem for materials exhibiting change of phase, 
Arch. Rational Mech. and Anal., 105, 4, 327-365, 1989. 

30. L Hs!AO, Admis.o.'ible weak .wlwio11 for nonli11ear .1ysrem of co11servarion laws of mixed type, J. Partial Differ­
ential Equations, 2, 1, 1989. 

31. L Hs!AO, Uniqueness of admi.~1'ible solution\· of the Riema1111 problem for a .1ystem of conservation laws of 
mixed type, J. Differentia l Equations, 86, 2, 197-233, 1990. 

32. K. MISCHAI.KOv, Dynamic phase tramiriom: a co11necrion matrix approach , [in:) Nonlinear Evolution Equa­
tions that Change l)'pe, B.L KEYFITZ, M. SHEARER (Eds.], 164-180, Springer-Verlag, Berlin 1990. 

33. H.-T. FAN, A vanishi11g vi.~co.l'ity approach to the dy11amics of phase transition in van der Waa/s fluids, 
J. Differential Equations, 103, 179- 204, 1993. 

34. D. HOFF and M. KHODJA, Stability of coexi.~ti11g phases for compressible van der Waa/s fluids, SIAM J. Appl. 
Math., 53, 1, 1- 14, 1993. 

35. H.-T. FAN, 011e-phase Riemann problem and wave i11teracrions in .\ysren~~ of con~ervation laws of mixed type, 
SlAM J. Math. Anal., 24, 4, 840-865, 1993. 

36. R.D. JAMES, The propagation of phase bou11darie.1· in elastic bar.;, Arch. Rational Mech. and Anal., 73, 
125- 158, 1980. 

37. M. SHEARER, The Riemann problem for a class of conservation laws of mixed type, J. Differential Equations, 
46, 426-443, 1982. 

38. M. SHEARER, Nonuniquene.tf of admi.B-ible solutio/IS of Riemann initial value problem for a lysrem of con­
servation laws of mixed type, Arch. Rational Mech. and Anal., 93, 45-59, 1986. 



http://rcin.org.pl

708 K. PIECHOR 

39. R.L PECO, Phase tramirioiiS in one·dimemional nonlinear viscoela.wicity: admissibility and stability, Arch. 
Rational Mech. and Anal., 97, 4, 354-394, 1987. 

40. L TRUSKINOVSKY, Dynamics of nonequilib1ium phase bowrdaties in a hear conducting nonlinear elastic 
medium, J . Appl. Math. Mcch. (PMM), 51 ,777-7134, 1987. 

41. M. AFFouF and R.E. CAFUSCH, A numerical .,tudy of Riema111r p!Vblem solutions and stability fur a ~y~"lem 
of viscous coruervarion laws of mixed type, SIAM J . Appl. Mat h., 51, 3, 605--{)34, 1991. 

42. H. HA1TORI and K. MtSCHAIKOV, A dynamical .1y.1·rem approach to a pha~·e transition problem, J . Differential 
Equations, 94, 340-378, 1991. 

43. R. AnEYARATNE and J .K. KNowLES, Kinetic relariom and the propagation of phase boundaries in solids, 
Arch. Rational Mech. Anal., 114, 119-154, 1991. 

44. R. AnEYARATNE and J.K. KNowLES, lmplicarionv of viscu.,iry and .l·train·gradient effects for the kinetics of 
propagating phase buundmies in solids, SIAM J. Appl. Math., 51, 5, 1205-1211,1991. 

45. T J . PENCE, On rlre mechanical dissipation of .w luriom lo lhe Riemann p1Vblem for impact involving a 
two·plrase elastic material, Arch. Rational Mcch. Anal., 117, 1-52, 1992. 

46. P. LE FLOCH, Propagating phase boundati~·: fomwla rion of the problem and aislence via tire Glimm mer/rod, 
Arch. Rational Mech. and Anal., 123, 2, 153-197, 1993. 

47. L TRUSKJNOVSI..'Y, Transition lo detonaliwr in dynamic phase changes, Arch. Rational Mech. and Anal., 125, 
4, 375-397, 1994. 

48. R. AnEYARATNE and J.K. KNowLES, Dynamics of pmpagaring l'hase bowrdwies: rlremwelastic solids with 
hear conduction, Arch. Rational Mech. and Anal., 126, 203- 230, 1994. 

49. T . YTREIIUS, A nonlinear half-space p1Vblem in tire kinetic rhewy of gases, [in: I Lecture Notes in Mathe­
matics, 1048, C. CERCtCNANI [Ed.j, 221-242, Springer-Verlag, 1984. 

50. Y. SoNE and H. SUCIMOTO, Strong evaporation from a plane condemed phase, [in:j Adiabatic Waves in 
Liquid-Vapor Systems, G.E.A. MELER, P.A. TuOMPSON [Eds.j, 293-304, Springer-Vcrlag, Berlin 1990. 

51. Y. ONISHI, On lire macroscopic buundwy condition' at the inte1[ace fur a vapour·gas mixlllre, [in:j Adiabatic 
Waves in Liquid-Vapor Systems, G.E.A. MEIEI{, P.A. TuOMI'SON [Eds. j, 315-324, Springer-Verlag, Berlin 
1990. 

52. J. KARKILECK and G. STEU., Kinetic mean·field theories, J . Chcm. Phys., 75, 1475-1486, 1981. 

53. J. KARKI·LECK and G. STEU., Ma~imization of entropy, kinetic equations, and im:venible rlrennodynamics, 
Physical Review A, 25, 6, 3302- 3326, 1982. 

54. K. PLECH6R, Kinetic theory and tlremwcapi/1(//ity equation,, Arch. Mcch., 46, 6, 937- 951, 1994. 

55. K. PLi::cH6R, Discrete velocity models of tire Enskug·Vla.vov equation, Transport Theory and Stat. Phys., 23, 
1-3, 39-74, 1994. 

56. K. PLECH6R, A four·velocity model for van der Waa/.1· f/uid.1·, Arch. Mech., 47, 6, 1995. 

57. R. GATICNOL, 17reorie cinetique des gaz a rep(//1itiun discrete de vite.,ses, Lecture Notes in Physics, 36, 
Springer-Verlag, Berlin 1974. 

58. T. PtATKOWSKl and R . ILLNER, DL,crete velocity models of tire Boltzmann equation: A survty on the mathe­
matical aspects of tire theory, SIAM Review, JO, 213- 255, 1988. 

59. R. MONACO and L PREZIOSI, Fluid dynamic applications of the discrete Boltzmamr equation, World Scientific, 
Singapore 1991. 

60. W. FISZDON, 17re structure of a plane shock wave, [in:j Rarefied Gas Flows, Theory and Experiment, 
W. FISZDON [Ed.], CISM Courses and Lectures, 224, 447-524, Springcr-Vcrlag, Berlin 1981. 

61. R.E. CAFUSCH, Navier·Stokes and Boltwramr shock profiles fur model gasdynamics, Comm. Pure and Appl. 
Math., 32,521-554, 1979. 

62. N. BELLOMO, A. PALCZEWSKl and G. TOSCANI, Mathematical topics in nonlinear kinetic theory, World 
Scientific, Singapore 1988. 

63. C. CERCICNAN!, R. lLLNER and M. PULVIRENTI, Tire mathematical theory of dilute gas~·. Springer-Verlag. 
New York 1994. 



http://rcin.org.pl

TRAVELLING WAVE SOLUTIONS TO MOD E L EQUAT IONS 709 

64. N. BELLOMO, M. LAaiOWICZ, J. POLEWCZAK and G. TOSCANI, Mathematical topics in nonlinear kinetic 
theory 11. 111e Emkog equation, Wo rld Scientific, Singapore 1991. 

65. M. LAciiOWICZ, A.1ymptotic analysis of nonlinear kinetic equatiom: the hydrodynamic /imiJ , Uniwersytet 
Warszawski, WydziaJ Matcmatyki, Informatyki i Mcchaniki, Prcprint 1/94, Warsaw 1994. 

66. R .E . CAFUSCH and G .C. PAPANICOLAU, 77w f/uid -dynamicallimit of a nonlinear model Boltzmalul equation, 
Comm. Pure and Appl. Math., 32, 589-616, 1979. 

67. Z. Xl.N, 111e fluid-dynamic limit of the Brvadwel/model of the non linear Boltzmann equation in the presence 
of shocks, Comm. Pure and Appl. Ma th., 4~. 679-713, 1991. 

68. M . SLEMROD and A. E . TZAVARAS, Self-similar fluid-dynamic limits for the /Jrvadwelllystem, Arch. Ratio nal 
Math. and Anal., 122, 353-392, 1993. 

69. G.-Q. CHEN and T .-P. LIU, Zero relaxation and di.~1·ipation limits for hyperbolic comeiV(I(ion laws, Comm. 
Pure and Appl. Math., 46, 755-781, 1993. 

70. G.-Q. CHEN, C.D. !..EvERMORE and T.-P. L1u, llyperbolic conse1vation laws with stiff relaxation tenns and 
entropy, Comm. Pure and Appl. Mat h., 47, 787--830, 1994. 

POLISH ACADEMY OF SCIENCES 

INSTITUTE OF FUNDAMENTAL Tf..CJJNOUlCICAL RESEARCIL 

Received December 12, 1995. 



http://rcin.org.pl

Arch. Mech., 41, (, pp. 711-7(5, Wonuwa 1996 

Boundary value problems for Poisson's equation 
in a multi-wedge - multi-layered region 
Part II. General type of interfacial conditions 

G. S. MISHURIS (RZESZOW) 

THE BOUNDARY VALUE problems for Poisson's equation in the plane domains represented by wedges 
and layers are considered. Conditions of a general form along all the interior and exterior bound­
aries are prescribed. The analysis is significantly simplified by incorporating the geometrical features 
of the layers and wedges: they present chain-like systems. The essence of the method applied con­
sists in using the Fourier and Mellin transforms for the corresponding regions, and in combining 
the transformations of respective functions along the common boundaries. The problems are re­
duced to systems of functional o r functional-difference equations, and later to systems of singular 
integral equations with fixed point singularities. The results, concerning the solvability of the ob­
tained systems of the integral equations are presented. In the Appendix the formulae are also given 
making it possible to use directly the results obtained from this and the previous paper to solve the 
boundary value problems for linea r partial-diffcrcnt i;d equations of divergence form in a similar 
domain, corresponding to physical problems for anisotropic nonhomogcneous bodies. 

I. Introduction 

IN THE PREVIOUS PAPER [12] we have considered the boundary value problems for 
Poisson's equation in the plane domains represented by wedges and layers. Linear 
conditions of general form have been prescribed o n the exterior boundaries and 
all the interfaces except the one between the regions of difTerent geometry (layers 
and wedges). Along these interior boundaries r± we assume now general inter-

facial conditions in the form: [P. ~: ] lr± = ! ±. ( [u] - (T±1' + T)p. ~:) lr± = g± 

(r±, r2: 0). These relations generalize the usual "ideal" contact conditions (r, T± = 
0) considered in the previous paper [12]. They appear, for example, if we pre­
suppose that there are special thin intermediate regions between the layered part 
and the wedge parts of the domain, and which are represented in turn by a thin 
layer and two thin wedges. Thus in the case of Mode Ill problem it can be proved 
that T =ha/P.a. T± =et fp.t . H ere fla, P.t are the shear moduli and ha, et are 
the respective geometric parameters of these thin elastic adhesive regions (p. is a 
piecewise constant function prescribed for the shear modulus of the materials). 
Moreover, from the assumptions (the intermediate regions are thin) it follows 
that T , T± ~ 1. 

These general conditions can be independently considered on the particular 
model of a thin interconnecting adhesive surface. Then the parameters r, r± 
can be interpreted as a measure of flexibility of the adhesive. The mentioned 
models have been discussed and investigated in details in [13]. Particularly, it 
is shown that when a crack terminates at the bimaterial interface prescribed 
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by the "nonideal" contact, the asymptotic behaviour of the stresses is different 
in comparison with the case of the " ideal" contact and essentially depends on 
the parameters T±, r. Consequently, a priori estimations of the solutions in the 
general case ( rl + r~ + r2 > 0) should be corrected. Moreover, in spite of the 
fact that the method of investigation is similar to that proposed in [1 2], all the 
problems can be reduced (using a common scheme) to systems of functional 
( r = 0) or functional-difference ( r > 0) equations, contrary to [12], where only 
the systems of the functional equations appear. However, even if we deal only 
with the systems of functional equations ( r = 0) and reduce them (following 
[12]) to the systems of integral equations, then so me of the systems obtained 
lead to ill-posed (incorrect) problems. If this takes place (for certain values of 
the remaining nonzero parameters T± and the exterio r boundary conditions), 
there are two possibilities: the symbols of the corresponding singular integral 
operators with fixed point singularities are degenerate at infinity, or the systems 
of integral equations degenerate from the second kind to the first one at zero 
point. H ence, the respective systems are incorrect problems, in general. 

Returning to the systems of the functional-difference equations ( r > 0), they 
cannot be uniquelly transformed, in the general case, to the systems of integral 
equations. The process depends essentially on the external boundary conditions, 
and the parameters T±, r. Nevertheless, all the systems of functional-difference 
equations for all values of the parameters are reduced to a similar class of systems 
of singular integral equations with fixed point singularities investigated in [10, 
11 ]. In the majority of cases the systems obtained are degenerate. Taking this fac t 
into account, other procedures to reduce the systems of the functional -difference 
equations to the systems of integral equations for ce rtain cases are also proposed. 
For all cases of the boundary conditions under considerat ion and all values of the 
parameters r ±, r characterizing the "nonideal" interfacial contact, the systems of 
the integral equations are investigated. So the indices o f the nondegenerate op­
erators in Banach spaces of summable functions with a weight are calculated for 
different parameters of the spaces. In the cases when the operators are degener­
ate, the theories developed in (18, 19] are used to invest igate the corresponding 
systems, and the indices of normalized operators are calculated. 

In the first section we formulate the problems. In the next one, all the prob­
lems are reduced to certain systems of functional-difference equa tions. In the 
third section, the systems obtained are transformed to systems o f singular inte­
gral equations for such values of parameters for which the initial systems are of 
functional type only (r = 0). The symbols of the corresponding integral opera­
tors are investigated and theorems concerning the solvability of the systems of 
equations are presented. Separately we consider those systems for which the cor­
responding integral operators are not normally solvable. In the fourth section, the 
general functional-difference systems (r > 0) are red uced to systems of integral 
equations and the symbols of the co rresponding operato rs are investigated for 
nondegenerate operators as well as in opposite cases. 
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So, all problems of Poisson's equations under difTerent exterior and interior 
boundary conditions have been solved. In the Appendix the formulae are given 
which make it possible to use the results of this paper and [12] in solving the 
boundary value problems for linear partial-dillerential equations of divergence 
form. Such equations prescribe Mode Ill problems or similar physical problems 
(e.g. heat conduction and mass difTusion in solids, theory of consolidation and 
the like [16]) in anisotropic nonhomogeneous bodies. 

2. Problem formulation 

Let us consider the infinite domain presented in Fig. 1 consisting of a layered 
n I m 

part fh = u ft; and two wedge parts n + = u nt' n- = u n; . 
i =l j = l k= l 

X J 

r n r n-1 r Ji - 1 r2 r1 r i:1 

I I 
n+ 

I 

nn n ; n2 .a! 

X2 Yn Yn- 1 

I I 
Y2 Yl 

hn 
I I 

h2 ht 

I I 
.a-

2 

r-
I 

FIG . 1. Domain !? under consideration. 

F/~-2 

r.-
2 

F/+I 

By F; (i = 1, 2, ... , n -1) we denote interior boundaries between the regions 
ft; and ft;+t· Similarly, F/ (j = 1, 2, ... , l - 1) and r;; (k = 1, 2, ... ,m-1) are 
the interior boundaries between the corresponding wedge regions. Thus, by Fn, 
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r 0+ and r ;;; we denote the exterior bo undaries of the layered regio n (fh ), or 
the wedges (Q±), respectively. Besides, let Fo = rt U r 0- deno te the interior 
boundary between the different parts o f the domain ft. 

We shall seek the function u (x 1, x2) which satisfies Poisson's equatio n (2.1) 
inside the corresponding regions il;, il/, .a;;: 

-J.L; .:lu; = W; , (xi , x2) E il; , 

(2.1) - J.L j .:luj = W/, (r , B) E il/, 

-J.LJ; .:luJ; = Wk, (r, B) E .a;;, 
with certain positive constants J.L; , J.LJ, J.LJ;. 

Along the interio r boundaries of the layered domain ilL the conditions hold: 

(2.2) 
( Ui+ l - Uj- J.L jTj 0~2 Uj) lr, = bu;(XJ), 

0~2 (J.Li+ Iui+l- J.L;u;)lr. = 8q; (x 1) , i =1 , 2, ... , n - 1. 

Analogous relatio ns for the interio r bounda ries o f wedged domains .a± are given 
in the form: 

( u+ 1 - u+ - J.L+ T+ i_u+) I = 8uj(r ), rE IR+, }+ } } } ao } r + 
(2.3) 1 a ) 

= 8qf (r) , ( + + + +) I rE IR+, j = 1, 2, ... , ! - 1; ;: ao J.L j +l uj+l - J.Lj uj r+ 
J 

( uk+l - u}; - J.LJ; r ; : Bu}; ) lr- = 8uJ; (r ) , rE IR+, 
(2.4) 1 a k 

;: ao ( J.Lk+luk+ l - J.L;;u;;)l r; = 8q;; (r ), rE IR+, k = 1, 2, .. . ,m- 1, 

where r; , r/ , r; ~ 0 are certain constants. 
Finally, the last of the interio r co nd itions between the regio ns o f difierent 

geo metry (a lo ng the bo undaries rt ' ro- ) a re of the general fo rm: 

(2.5) 

XJ > 0; 

(2.6) 

8~2 (J.LJ llJ - J.L [ 1L!) Iro- x, < 0, 

with the constants r, T± ~ 0. 
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Now we ·define the exterior boundary conditions for the domain n. So, on the 
wedge boundaries r 0+, r;;., one of the following relations holds: 

(2 .7) 

(a) + = ou6(r ), r E IR+ , UI I + ro 

(b) + 1 a + = oq6 (r) , rE IR+, J..li ;;: f) (} U1 lr
0
+ 

(a) u;:;.lr- = -ou; (r ), r E IR+ , 
m 

(b) 
1 a = -oq; (r ), rE IR+. p;:;,;;: f)(} u;:;. lr;;; 

(2.8) 

On the exterior boundary Fn we shall consider conditions (a), (b) analogous to 
(2.7), (2.8) and the relation (c): 

(a) Unlrn = -Oun (xi ), X J E IR, 

(2.9) (b) 
a = -oqn(XJ ), X j E IR, J..lnaunlr X2 n 

(c) lim 
xz-oo 

Un+I = 0. 

In the case (c) we assume that the last region nn+ I is a half-plane. Then the 
condition (2.9)a means that the solution of the problem tends to zero both at 
x2 -+ C\l and x1 -+ oo. Consequently, we have here nine di!Ierent combinations 
of exterior conditions. The co rresponding problems (2.1) - (2.6) with the boundary 
conditions (2.7)- (2.9) are denoted by (J+, J -, J ), where (J+ = 1, 2; J - = 
1, 2; J = 1, 2,3). Here the value of J+ is 1 (or 2) if the condition (2.7)a (or 
(2.7)b) holds. In an analogous way, one can define the values of J -, J from the 
conditions (2.8) and (2.9), respectively. 

We assume that all known functions which appear in the equations and the 
boundary conditions are sufficiently smooth and their behaviour near zero and 
infinity points is specifically defined (for details see (1.10) in [12]). In the opposite 
case (when the defined functions are n<,>t smooth and have some singularities), it 
is easy to find special solutions of the problems accounting for these singularities. 
Then due to the linearity of the problems, the solution of the initial problem can 
be represented as a sum of the solutions. 

We shall seek the regular solutions of the problems (J+, J-, J) in the class 
of functions LW(fl) such that u E LW(fl) if the following relations are true: 

(2.10)1 

(2.10)2 
{ 

u(x1,x2) = O(r-'Yt), 

rgrad u(r) = O(r-"12 ), 
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(2.10)3 { 
u(xt , x2) = u. + O(r"~n Ink 1·), 

u(x t, x2) = V± + O(r70 ) , 

(x t, X2) E fh , 
(x1,x2)ES?±, r---+0. 

Here G denotes all regions of S?, and f'o, /'J, ')'2 (0 < /'o ::; 1; l' l , ')'2 > 0), k + 1 E N 
are certain constants which will be found by solving the problem. Besides, in the 
cases of the first type boundary condition, at least on one exterior boundary of the 
wedge (.J+ .7- < 4), additional relation corresponding to the respective notch 
surface holds: 

(2.11) V±(.J+, .J-, .J) = 0 (.J± = 1). 

It has been shown in [12] for the case of the " ideal" contact conditio ns along 
the interfacial boundary ro (r, T± = 0) that V± = u., k = 0. In spite of the 
fact that the values of parameters /'o, /' t , ')'2 are different fo r the "ideal" contact 
and the "nonideal" one, they are positive. Therefore, all problems (2.1)- (2.9) 
in the class LW(S?) have unique solutions, because functions of that class belong 
to "energetic spaces" ([14]) of the respective boundary value problems. The fact 
that V± = 0 in the same problems follows from the corresponding boundary 
conditions and from the properties of the functions belonging to LW( S?). 

3. Reduction of the problems to sys tems of functional-difference equations 

Applying the Fourier and Mellin transforms to the Poisson's equation (2.1) and 
to the exterio r and interio r boundary conditions (2.2)- (2.9) in each respective 
composite domains S?L, n±, and using the sweep method [7], we obtain the 
following relatio ns between the transfo rmations of unknown functions and their 
derivatives along the boundary Fo (see Eqs. (A.22), (A.45), (A.46) in Appendix 
A [12]): 

(3.1) 

(3.2) 

(3.3) 

where 

u!(.A) = Mp(.A)p!(.A) + m; (.A) + m;(.A), 

v~(s) = .M9 (s)q~(s ) + m9 (s), 

wl(s) = Mr(s)rl{s ) + m,.(s), 

u!(.A) = ull ro, 

l & -
Pb(.A) = J.tt -

8 
UtJr0 > 

X2 

Here, the Fourier transformation f(.A) and Mellin transformation J(s) of a func­
tion fare defined in the usual way (see (A.2), (A.28) [12]). Functions MP, m~, 
M9 , m 9 , Mr, mr are obtained in [12] (Appendix A (A.23), (A.47)). Their be­
haviour depends essentially on the exterior boundary conditions (2.7) - (2.9) (see 
Lemma Al, Lemma A2 of the mentioned paper). 
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Define the unknown odd and even functions z_, z+ by the relation: 

[) 
(3.4) z+(xi) + z_(xi) = JLi n-ulln; 

UX2 0 

717 

then, applying the line of reasoning used in Sec. 2 [12], the remaining contact con­
ditions (2.5), (2.6) can be reduced to the following systems of functional-difference 
equations: 

(3.5) max{O, 1-lo} < ~ s < loo, 

where we introduce the symbols: u(s) = u( - s), d.(s) = z:1r F(s), 
loo = min{1, lt. 12}, 

[ 
:z;(A)] 

Z(A) = iz_(A) ' 

--+m 
( 

Mpz: +) 
Hz(A)=JJ1A 1+~2 - P , 

tmP 

Jll ((d+(s) + [sM+ + sL + r]d.(s))sin 1r2s) 
F(s)=F(s,t+,L,r)= ) . 1rs , 

F(s sm 1rs (d_(s)- s[M_ + t+]d.(s))cos 2 

( 

- s[M_(s) + t+]tg 1r
2
s - s[M+(s) + L] ) 

~(s) = ~(s, t+, L) = l'l 1rs • 
s[M+(s) + L] s[M_(s) + t+]ctg2 

Z:(A) = z+(A)- z:(l + ..\2)-
1

, z~(xl) = z+(xl)- z:1r exp(-lxd), 
2M±(s) = M9(s) ± Mr(s), 2t± = r+ ± r -, 

-- -+ 
2d±(s) = [Mr- r-]cq (s + 1) =F [M9 + r+]cq (s + 1) 

-- -+ +mr ± mq + Cu (s) ± Cu (s). 

The unknown constant z: = z + (0) for some types of the boundary conditions 
can be defined from a priori estimates (see (A.24), (A.49) [12]): 

(3.6) 
.:J+ = .:1- = 2, .:J = 1,2,3, 

.:J = 2, 3, .:J± = 1, 2, 
for remaining problems. 

Here 21r S £, S w = Sw + Sw are the resultant vectors of all the exterior forces 
in the respective regions fh, n±, and are defined in Lemma A1, Lemma A2 
[12]. Besides, an additional condition should be satisfied 

(3.7) 



http://rcin.org.pl

718 G. S. MISHUR IS 

for the solvability of the problems (J, J+ , J- ), J± = 2; J = 2, 3 (see Remark 
A1 (12]). But, for the remaining problems (1 ,1,1) and (1 ,2,1) the value of z: 
can not be calculated from a pri01i estimates and will be obtained by solving the 
problems. 

A priori estimates (A24) (12) fo llowing from the properties of the functions 
from the class LW(f2) lead to the result that the vector-functions Y(s), Z(s) are 
analytic in the strips - ! o < ~s < / l and -!o < Rs < 12, respectively. Using 
Lemma A1 and Eq. (2.17) from (12] it can be seen that 

(3 .8) Y(A) + Z(A) = O(A - 2
), A ---+ oo. 

Thking this fact into account, we rewrite the systems of functional-di fTerence 
equations (3.5) inside the strip max{O, 1 - /o} < R s < / oo, in the form: 

(3.9) [Y + Z](s) = J.L1rZ(s- 1) + 4>. (s)Z(s) + F(s), 4> .(s) = I+ 4> (s ); 

then the left -hand side of (3.9) is an analytic vecto r-function in the st rip - 2 < 
~s < / oo, which is wider than the analyticity strips o f Y(s), Z(s). 

These systems for the case r, r± = 0 have been investigated in [1 2]. No te 
that in the general case r , r± > 0 not only there exjsts the term wi th the shifted 
argument, but the behaviour o f th e matrix-fun ctions 4> . (s) (depending on the 
values of r±) is difTerent from that in [1 2]. 

4. Analysis of the system of equa tions (3.9) in the case r = 0, l+ > 0 

First of all let us no te, that the system of Eqs. (3.9) in th is case is not a 
diiference system, but a func tional system only: 

(4.1) [Y + Z](s) = 4> . (s)Z(s) + F(s), 0 < ~~s <loo· 

We need the following Lemma generaliz ing the corresponding one from [12]: 

LEMMA. For each problem (J+ , J -, J ) there exists v00 = v00 (J+, J - ) (0 < 
v00 < 1) such that a matrix-function 4> :- 1(s ) inverse to 4> . is analytic in region 
JRs J < v00 (J +, J - ), and satisfi es the estimates: 

1. 

J:s s i ---+ oo; 
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for all problems c:r+' :r-' J), :r± = 1, 2; :r = 1' 2, 3; 

2. 

719 

l ~s l -+ oo; 

~;:- t(s) = { A1 + a1s E, :1~ =_1, :1 = 1~2 , 3 , } + O(s2), 8 ---+ O; 
A2 + a2sE, :1 :1 > 1, :1- 1, 2, 3, 

det ~;:-l(s) = { bt, J~ =_1, J = 1~2, 3, } + O (s2), s---+ 0. 
0, :r :r > 1, :J -1 , 2,3 , 

H ere the constants and the matrices are calculated by the relations: 

X±= 
1r 

bt = -----------------
Q~ + t<:J~, 7r + Pt(TJ+ + 7J- + 2t+) ' 

J.lt bt 
-

2
- (7J+ - 7J- + 2L), 

but the values of constants (t, (! , 7J+ , 17_ are defined in Lemma A2 from [12). 

As one can see, the behaviour of the matrix-function ~ ;:- 1 (s ) at infinity de­
pends on the type of the inte rfacial contact conditions (on the values of the 
parameters t+ , L). The corresponding three cases (see 1) we shall denote by the 
upper index j = 1, 2, 3. However, the behaviour near the zero point depends on 
the conditions along the boundaries of the exterior wedges (on the values of the 
parameters :r±). The respective two cases (see 2) we shall denote by the lower 
index k = 1, 2. 

R EMARK 1. Let us no te that the function det ~. ( s ) has in the strip (0 < Rs < 1) 
one zero in the first case of Lemma Ct+ = t_ = 0) only, and this zero is real 
(see [12]). In the remaining cases (t+ > 0) the determinant has two zeros with 
difierent real pa rts in this strip. It means that the gradient of the solution of the 
corresponding boundary value problem wil l have two singularity terms nea r the 
wedge tip. 
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REMARK 2. When all geometrical and mechanical parameters of the bound­
ary value problem are symmetrical with respect to the OXraxis (see Corol­
lary A2 (12]), the systems of the equations (3.9), (4.1) split into two indepen­
dent equations, because the matrix-function ~.(s) is diagonal in such situations. 
Then one can conclude that v00 (.:J+, .:J+) = min{w00(1, .:J+),w00(2, .:J+)}, where 
w00{1, .:J+), w00 (2, .:J+) are zeros of the corresponding diagonal elements of the 
matrix-function ~.(s). 

1YJ>ical graphs of the function det~.(s) in the interval {0,1) for the prob­
lems (2, 2, .J") (.:J = 1, 2, 3) when the wedge regions g± are represented by two 
symmetrical wedges with angles 1r /2, and the mechanical parameters..~~mmzb 
rical also with respect to OXraxis {Jl.i = J-L1, r+ = r-J,. ~I*' w '*" ir the­
Fig. 2a, b. 

a) det~.(s) b) 
10 .-------------., 

1.0 
/ : __ , , 

JliT+ ' . 
\ \. 

\ .; 

' 1: I J••M ~ 0.2 \ 

- 0.0 
---· 0.25 

·-·- 0.05 

I . . ..... 0.01 
I 

I I 
I. 
I 

=-:-...._ ·. 
/ ·\: 

0 ~-----~~--~-~ 

1
/ .;7 \, \ . 

\ . 
I 1 I 

I I + '. i ,' /, f.ll Jl1 = 5.0 I 

/j I 

// ' \ I . \ i 
-20 ....__~/ ..... '. J ._· ~-----------'---' 

-10 

05 

0 

0.4 0.6 0.8 s 1.0 0.6 0.8 s 

FIG. 2. Graphs of the function dct ... ( s) in the intciVal (0,1) in the case I' t = IJ 'j'. r .,. = r- . 

Here continuous lines correspond to the "ideal" (r± = 0) contact, but dashed 
and dotted lines correspond to "non-ideal" contact with respective values of di­
mensionless parameter J-Ltr+ = 0.01 , 0.05,0.25. 

Let us note that the values of the first zero v00 (2, 2) for small magnitudes of 
J-Ltr+ < 0.1 differ but little from the values of the unique zero for the "ideal" 
contact condition (r + = 0). Numerical results for the values of the mentioned 
two zeros of the function clt.(s), for certain geometry and exterior boundary 
conditions, are presented in [13]. 

Th.king into account the results of the Lemma, we can rewrite the systems of 
the functional equations ( 4.1) in an equivalent form: 

(4.2) 0 < Rs < min{voo , l oo}. 

Note that the vector-functions ~:- 1 (s)[Y + Z](s) and Z(s) are analytic in the 
strip- min{v00 , 'Yo} < Rs < min{/00 , v00}, at least. However, the vector-function 
~:- 1 (s)F(s) can have, in general, a pole at the point s = 0. By investigating the 
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behaviour of the vector-function F(s) near the zero point in a similar way as 
in [12] (we do not present the respective results in this paper) it can be shown 
that the vector-function c~»:- 1 (s)F(s) is analytic in the strip - v00 < Rs < v00 for 
the value of the parameter z: defined in (3.6). Besides. c~»; 1 (s)F(s) has also no 
pole in this strip in the problems for which this parameter can not be known 
from (3.6). Finally, this vector-function tends to zero in the strip along any line 
parallel to the imaginary axis for all the considered problems. 

Further, it is evident that the first pole of the vector-function Z(s) which 
is the nearest to the imaginary axis in half-plane Rs < 0 coincides with the 
QWM spcwfing pole oftfre ~..fjmrtjnm; ·~(s;)ty -f-i}(s,},. +:-1(s;}F($),. bc:o£:c: 

(4.3) 

The other parameters from the definition of the class L W(il) can be also found, 

(4.4) 
V± = u., 

00 00 

u. = ~ J Yt()..) d)..).. := 2 J [.Mv()..)zi()..) + (J.LIA)- 1 h~)()..)] d).., 

J.LI 0 0 

where Yt. Zt. h~> are the first components of the vector-functions Y, Z, H z (see 
(3.5)). 

4.1. Reduction or the systems or functional equations to systems of integral equations 

Let us recall that the system ( 4.1) under the first assumptions t+ = 0 ( r± = 0) 
has been investigated in [12] . For the cases t+ > 0 these systems can be also re­
duced to systems of singular integral equations, taking into account the behaviour 
of the matrix-functions c~»; 1 (s) at the infinity point. 

Thus, in the case L = =t=t+, t+ > 0 (j = 2 see Lemma), system (4.2) is written 
in the form: 

. cl» •• (s) [v + z] (s) + [2~± y + (2~± - 1) z] (s) 

1 7r s [~ ~] 1 
=t= 

2
!<7± tg2E Y + Z (s) = c~»:- (s)F(s ). 

Then, applying the inverse Mellin transform to this system, and using a line of 
reasoning·similar to that used in Sec. 4 [12], we obtain a system of singular integral 
equations: 

(45) 
B~>(.J+, .J- , .J)Z = G~> , 

B(2)(.J+ .J- .J)Y = G(2) y , , }' , 

.J = 1, 3, .J± = 1 2· 
' ' 

.J = 2,3, .J± = 1 2· 
' ' 
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where 

00 

[B~{Y)u](.X) = u(.X) + j K~{Y)(.X , O'l'(2)(.X , O u(O d~ 
0 

K<2)(.x O = 2w±(1 + IL!~Mp(O) 
z ' .Xp,1Mp(.X) + 1 - 2w± ' 

.v<2>c.x O = 2o±(l + (JLI~Mp(0)- 1 ) 
\y ' 1·+ (1- 2w±)(.X!LJMp(.X))- l ' 

G(2)(.X) _ 2w± 
z - .Xp,iMp(.X) + 1- 2w± 

x ( 2:; _l >.'0>~ 1 
(' )F(, ) ds - [s~'l If z] (A)) , 

(2) .X _ 2w± 
Gy ( ) - (1- 2w±)(.Xp,JMp(.X))- 1 + 1 

x ( 2:, _l A' <I>~ 1 (,)F(s ) d, - [s&'> Ilv] (A) + Ilv(A)) , 

(2) - 1 Jioo (A)s 
'l1 (.A , 0- 21ri~ . cp **(s) Z ds , 

-lOO 

In the third case (l~ t= t~ , t+ > 0, see Lemma) the inverse Mellin transform 
can be directly applied to the system ( 4.2). Consequently, the systems of the 
integral equations are found: 

(4.6) 

where 

B~\J+, :r, :J)Z = G~), 

B?\:J+ , :J-, :J)Y = G~~) , 

:J = 1, 3, :J± = 1, 2; 

:!=2,3, '7± = 1 2· 
J , ' 
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f z (>.) = 1, 
1 

Jy ( >.) = >. M ( >.) ' 
Jll p 

(3) _ 1 JI<X> - } (A) S 
'1' (>. ,O- 21ri~ . 4> . (s) Z ds , 

- 100 

ioo ioo 

G~)(>.) = - 2~i j >.s4>:- 1(s)F(s)ds + j 'l1(3>(>.,0IIz(0d~, 
-ioo 0 

. . 
100 100 

c ?>(>.) = - 2~i J A5 4> :- 1(s)F(s)ds + J 'lf(3)(>. , 0!Jy(0d~ - Hy(>.). 
- ioo 0 

Basing on the results from [2, 10, 11] it can be shown that the obtained oper­

ato rs B~{y/J+ , .J- , J), B~{y/J+, .J- , J ) for all o f the problems (J+ , .J-, .J) 

are bounded in the spaces L~,o-,/3 (IR+ ) [10] with any values of the parameters 
- v00 (J+ , .J- ) < a ~ (3 < v00 (.]+, .J- ), 1 ~ ]J < oo. The right-hand sides of 

systems ( 4.5), ( 4.6) belong to the spaces W~(~;f (IR+ ) fo r any m E N. Besides, all 
these systems of the integral equations are of the second kind, but the operators 

B?>c.J+ , .J- , 2) are degenerate to the first kind in the point >. = 0, in view of 
the behaviour of the function Mp(/\) (see Lemma A1 from [1 2]). 

From a priori estimates for the solutions of class L W(S2) it follows that the 
inclusions should be true: 

YE W1'o- 1,/3 (1R ) 
2(1) + ' 

Z E W1'o-z,/3(1R ) 
2( 1) + , -!; < a; < 0, 0 < (3 < IO · 

Moreover, taking into account the smoothness of the kernels of the integral 
operators and the reasons given in Appendix B [12] , it is sufficient to assume that 
for arbitrary p E [1 , oo ): 

(4.7) - ! ; < a; < 0, 0 < f3 < / 0· 

Let the matrix-function nU>(a - it , J +, .J-, .J) (t E IR, j = 2, 3, J± = 1, 2, 
.J = 1, 2, 3) deno te the symbol of the corresponding operator f3U)(.J+ , .J-, .J) 
in the respective space (for definit ion of the symbol of singular operator see, for 
example, [3, 18]). Then, basing on the results from [1 0] one can conclude that: 

B(j)( . J + J - 1)- I "" - 1( . ) z a- tt , , , - - '±" . a- tl , 

(4.8) B(i ) ( . J+ J - 3) - I (1 JLI ) A;. - 1( . ) Z (}' ) a - tt , , , - - - - - '±" . a - tl , 
Jln+ I 

B(2) ( . J+ J - 2)- A;. - 1( . ) y a-tt, ' ' - '¥ . a -tt . 



http://rcin.org.pl

G . s. MISHURIS 

Thking into account the fact that formulae of symbols of the operators B~{Y) 

(.:J+, .:7-, .:7) and B~{Y)(.:J+ , .:7-, .:7), (.:7 = 1, 3) are of similar form, we will not 

use the upper indices (j = 2, 3) when it does not involve difficulties. Note only 
that the matrix-function ~:- 1 (s) depends on j (on the values of r±). 

REMARK 3. Strictly speaking, all the operators B(.:J+ , .:7-, .:J) (as well as the 
operators from [12]) are isometrically equivalent (with the accuracy to compact 
operators) to some pair systems of integral equations on the axis with the kernels 
depending on the difference of the arguments [10]. Their symbols are represented 
in the forms ( t E IR, 8 = ±1): 

( 
+ _ I ) . + _ 1+8 1-8 

SymbB .:7 , .:7 , .:7) 14,a,p (t, 8 = B(a - tt , .:1 , .:1 , .:7)-
2

- + I-
2

- . 

Hence, it is sufficient to investigate only the m<ltrix-functions B(a- it, .:7+ , .:7-, .:7). 
Thus we have denoted the symbol of the operator B(.:J+ , .:7-, .:J) by the corre­
sponding matrix-function B(a - it, .:7+, .:7- , .:1) instead of that written above. 
Besides, these matrix-functions are continuous in IR, but can have a point of dis­
continuity at infinity. Hence, they are not the symbols, but presymbols, in general 
(for details see [2, 8, 18]). 

Note that the operators B~>(.:J+ , .:7-, 3) (j = 2, 3) are isometrically equivalent 

to the operators B~>(.:J+, .:7-, 3) (see Remark B2 (12]). Consequently, it is suffi­
cient to investigate only the first of them. Moreover, in the case Jl.t = J.ln+l these 
operators are the Fredholm ones (they can be represented in the form I + X:., 
where X:. is a compact operator), and we will not consider such situation below. 

One can see that the symbols n~>(a- it , .:7+ , .:7-, 2) of the operators B~>(.:J+ , 
.:7- , 2) are degenerate at the infinity point for any values of a . Hence, these op­
erators are not normally solvable in the considered spaces (see [18]) and the 
corresponding systems of integral equations are ill-posed problems [19]. The the­
ory of such singular integral equations in classical spaces is constructed in [18]. 

4.2. lnvesti&atioo or symbols or the oondegenerate operators 

Let a = 0, then by v0(.:J+, .:1- , .:J), (.:1 = 1, 3) we denote the real parts of 
zeros of the determinants of the matrix-functions Bz ( - it, .:J+, .:7-, .:7) (.:1 = 1, 3), 
which are the nearest to the imaginary axis (inside half-plane Rs ;::: 0). Besides, 
by v.(.:J+, .:7-, .:J) we denote the real parts of the next zeros (v. > v0) . It can be 
shown that 

(4.9) 0 < vo(2, 2, 1 ), 

and all zeros are real and simple. For other problems 

vo(1 , 1, 1) = vo(1 , 2, 1) = 0, 
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and the orders of multiplicity of these real zeros are equal to two. Thus the 
problems with nondegenerate symbols are divided into two groups, depending on 
the values of the respective zeros. 

First of all consider the first group (all of the problems for which vo(J+, 3 -, J) 
> 0). Denote by a..(J+, 3 -, J) = min{vo(J+, 3 -, J), v00(J+ , J-)}. Then it is 
easy to see that for all values of la. I < a.. (J+ , 3-, J) the indices of the respective 
operators are equal to zero: 

(4.10) "' = -ind detBz(Y)(a. - it, 3+, J -, J ) = 0, 

However, when we deal with the systems of integral equations, the partial indices 
"''' K2 play also an important role [4). Using a line of reasoning similar to [12] it 
can be shown that the symbols of operators are definite matrix-functions [4) for 
these problems. Hence, we can prove the following theorem: 

THEOREM 1. Let 1 ~ p < oo, m E N, vo(J+, 3 -, J) > 0, (3 < v00(3+ , .7-~ 
(3 - a. 2: 0, la.l < a.. (J+ , .7-, J) then; 

1) the operators Bz(Y)(J+, .7- , J), in the spaces Li,a- ,,a(R+) are nomwlly solv­
able, and their indices and all partial (left -hand and right-hand) indices are equal to 
zero; 

2) there exist the unique solutions of the corresponding systems of equations from 
W(:)~CR+) c Li,a-,.a(R+) . 

Results concerning asymptotics o f the solutions near zero and infinity points, 
and the convergence of numerical method can be obtained analogously to those 
presented in [12]. 

Now, consider the operators for the problems (1,1 ,1) and (1,2,1) when vo = 
0. In these cases the index and partial (left-h and and right-hand) indices are 
calculated: 

"'= -ind det Bz(l' )(a.- i l , 1,3-, 1) = ± 1, 

K 1(1 , J -, 1) = ± 1, ~~: 2 (1 , .7- ,1) = 0, 

depending on the value 0 < ±a. < min{v.(J+ , 3-, J) , v00 (J+ , J-)}. For these 
problems the values of z: are unknown (see (3.6)). Moreover, the right-hand 
sides of the systems (4.5), (4.6) can be represented in the form Gz = Gk + z:c~, 
where the vector-functions Gk and G~ belong to the spaces W{:)·~ (R+ ). So we 
can prove the following theorems: 

THEOREM 2. Assume 1 ~ p < oo, - v. < a. < 0, (3 < V00, (3 - a. 2: 0, mE N; 
then 

1) the operators Bz (1 , 1, 1), Bz (l, 2, 1) in the spaces L~·a- ,,a(R+) are normally 
solvable with the index 11: = - 1 and the partial (left -hand and right-hand) indices 
~~: 1 = -1, K.z = 0; 



http://rcin.org.pl

726 G. S. MISIIUiliS 

2) for these problems there exist unique values of z"!" for which the systems of 
equations (4.5), (4.6) have (unique) solutions Z(A) in the spaces W(: )·1(IR+) c 
Li,a,,a(JR+)· 

Let us note that the systems of the integral equations in these cases can not 
be solved by applying numerical methods directly to the systems, as it has been 
stated in Theorem 1. To remedy this, the systems should be regularized (see 
[3, 9, 18]). Then the systems obtained will have unique solutions for arbitrary 
right-hand sides (for any values of z"!" ). Thus, solving the regularized systems for 
the right-hand sides corresponding to the individual vector-functions g~ and 9~, 
the unique values of z"!" can be found from the conditions (2.11) and relations 
(4.4). For these values of z"!" the right-hand sides of the equations belong to 
kernels of the corresponding conjugate operators. 

THEOREM 3. Let 1 :::; p < oo, 0 < a < 11., {3 < 1100, {3- a :2: 0, m E N, then 

1) the operators Bz (1 , 1, 1), Bz (1 , 2, 1) in the spaces q ,a,,a(IR+) are nomwlly 
solvable with the index K. = 1 and the partial (left-hand and right-hand) indices are 
K.J = 1, /'\,2 = 0; 

2) for these problems there exist unique nontrivial solutions Zo of the homogene­

ous systems (4.5), (4.6) which belong to any spaces W{:)1CIR+): 

Zo E n W{;:)1CIR+). 
p,a,,a 

The asymptotics of the so lutions from the Theorems 2-3 can be obtained 
analogously to [1 2]. Note that nontrivial solutions of homogeneous boundary 
value problems which can be constructed from the nontrivial solutions of the 
corresponding homogeneous systems of the integral equations (Theorem 3) do 
not belong to class L W(S?). They tend to infinity (as In r) when T --+ oo. Such 
solutions play an important role in the asymptotic method theory (see [15]). 

REMARK 4. For the symmetrical problem (1,1,1) the operator Bz (1 , 1, 1) splits 
into two scalar operators (Remark 2). Then, one of them has the index which is 
equal to zero (see the values of partial indices) and for the corresponding singular 
integral equation the Theorem 1 holds also true. 

4.3. lnvestigation of the degenerate problems 

Now we consider the operators B~)(J+ , J-, 2) (J± = 1, 2) which are not 
normally solvable in the spaces I.i,a,,a (IR+) (the symbols are degenerate at infin­
ity). They can be presented in the form: 
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Here P, Q are complementary projectors (P + Q = I) of multiplying by the 
characteristic functions of the sets (0, 1) and (1 , oo ), respectively. The opera­
tors 8 2 are isometrically equivalent to the Wiener - Hopf integral operators in 

the classical spaces ~(JR.) with the symbols n~>(a - i t , J +, J- , 2), but K are 
compact operators. We shall "normalize" the corresponding systems of integral 
equations following for the theory developed in [18]. First of all let us note, that 

the matrix-functions B~) (a- it , J+ , J- , 2) can be represented depending on the 
value L = =fl+ (see Lemma) in the fo llowing manner: 

(2) . + - - ( (t + i )- 1 0) ( 1 By (a- tl, J , J , 2) - A2(t) 
0 1 

± i ~) , 
where the matrix-functions A2(t) are not degenerate at infi nity. 

Let us consider the operators: 

(4.11) V= (VtP+ Q 0) 
±i P I ' 

in the spaces ~,a,f3 (JR.+ ) , where the scalar operators V 1, 91 are of the form 

.A 

(Vt u](.X) = if rla- 2,{3-2(0 u(O d~ ' 
fla- 1 {3- t(A) 0 , 

By u' we denote the distributional derivative o f a function u E u .a,f3(JR.+ ), but 
functions connected with the weight of the spaces are defin ed as follows: 

{

,\0' 0 < ..\ < 1, 
ea,{J (..\ ) = ,\/3 : 1 < ,\ < oo; 

e· 
13

(..\) = .Xe~.13 ( .X ) = {a, 0 < ..\ < 1, 
a, Oa,{J(A) /3 , 1 < A < 00 . 

(4.12) 

Introduce spaces l.i,a ,{J (IR. +) = g (~·a,{J(IR.+ )), L~,a,{J ( IR. + ) c q.a,{J (IR.+ )· 

One can directly verify that the rela tions are true: g V = I, V g = I, and the 
spaces q .a,f3(JR.+ ) with the norm: 

llullll)>,o,tl = IIV·ull l,p.o,tl' 
2 ~ 

become the Banach spaces. 
Represent the initial operators B~~) (J+ , J -, 2) from [~·a,f3(JR.+ ) to ~,a,f3(JR.+ ) 

in the form: 
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Here the operators A2 = A2(.J+, ..7- , 2) are isometrically equivalent to the 
Wiener-Hopf operators with the symbols A2(t). Besides, we can prove that the 
operators K.: 1.-i,a,.e (JR+) --+ Li'cr ,,e(JR+) are also compact. By investigating the 

symbols of the operators IJ?>c.J+ , ..7-, 2) it is found that they are normally solv­
able in the spaces 1.-i,cr,,e (JR+) with the indices n.(.J+, ..7-, 2) and partial indices 
K-l , K-2: 

n.(1, 1, 2) = 0, n.1 = n.2 = 0; 0 < JaJ < min{ vo (l , 1,2),v00(1 , 1)}; 

n.(.J+,.J-,2) = ±1, K-1 = 0, K-2 = ± 1, .J+ .J- > 1, 

depending on the value 0 <±a< min{ v. (.J+ , ..7-, 2), v00(..7+ , ..7-)}. 
Now we can solve the normalized systems of equations: 

8(2)( -7+ -7 - 2)Y = c'2> 
y J , J ' V' 

instead of systems ( 4.5). Theorems which are similar to those proved above can 
be formulated for these systems. Then relation (3 .7) is the usual condition of 

solvability of the corresponding boundary value problems. Recall that c?> E 

W(,:)~(JR+) and consequently, the solutions Y belo ng to spaces W(i).f (IR+ ), at 

least. Then the solutions Y = gy of the initial systems ( 4.5) belong to the spaces 
T p,cr,,B (JR ) C I p,cr ,,B(JR ) because the operators C : W p,ct,,B (JR ) --+ W': ,cr,,B (JR ) 
""'2 + ""'2 + ' y (m),2 + (m- 1),2 + 
are bounded for any mE N. Consequently, condition (4.7) has been satisfied. 

Taking into account the volume of the paper we shall not present he re the 

integral form of the operators s;;>(.J+ , ..7 - , 2)K., and the analytic structure of 

the spaces Li'cr,,e(IR+ ). 

The remaining degenerate operato rs 13~J\.J+ , ..7-, 2) (.J± = 1, 2) will be in­

vestigated in the Hilbert spaces L~·cr,,e (IR+ ). To this end we apply the method of 
solution of ill-posed (incorrect) problems [19] . Consider the Tikhonov functional 
(a> 0): 

(4.13) 

Let Ya be the minimal element of the functional Fa in the space L~,cr,.e (IR+) with 
the parameters - v. (.J+, ..7- , 2) < a < 0, a ~ j3 , j3 < v00 (..7+, ..7-). As it has 

been shown above, the equation 13~:>y = c~:> can have a unique solution o nly in 
the mentio ned spaces. Co nsequently, Y a --+ Y weakly when a -+ 0 (see [19]). The 
minimal element Y a of the functio nal Fa for any a > 0 can be calcula ted by any 
standard variatio nal methods [8]. Mo reover, we can also write Euler equation for 
this functional: 

(4.14) 
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where B* is the formal operator conjugate to the operator B?>: 

00 

[B"u](.\) = fy{.\)u(.\) + j :i~~A·?>(.\)(w<3>(( , .\)) T u((}d( , 
0 

w(.\) = !:l2a-- 1,2,6- l(.\), 
00 

[A 3u](.\) = u(.\) + j Q(.\ , ()u((}d( , 

0 

Q(.\ , () = \ ){Jv (.\)l\· ~J\()w(3) (.\, ()+ w((~))Jy(()K?\.\)(w<3>(( , .\))T 
a+Jy(.\ W A 

+ J :iZ I>?>c,x )A"p> CO ( w<'>c '· ")) T w<' >c,, 0 dt} 
0 

Here the functions Jy(.\), A·}J>(,\), !:la-,,a (.\) are defined in (4.6), (4.12). 
Basing on the results of [1 0], it can be shown that the symbol of the operator 

A3 in the space Li 'a-,.a(IR+ ) is of the fo rm (see Remark 3): 

and for a = 0 it is the real matrix-function. Moreover, its determinant is the 
even real function which is not equal to zero along JR. Consequently, the index 
of the operator A3 is equal to zero fo r any lal < 110. Further note that for 
a = 0 the symbol of the opera to r is th e H ermitian matrix-function (the transposed 
matrix-function is equal to the complex co njugate one). Then, taking into account 
the fact that the symbol is the definite matrix-function in the po int t = 0 (or at 
infinity), we can conclude that it is definite in any point (see the corresponding 
theorem from [4]). Hence, for the system of equations (4.14) all partial (left-hand 
and right-hand) indices are equal to zero and the Theorem 1 ho lds true. Note 
only that the value of the first zero of the determinant of the operator symbol 
v0 = v0(a) depends essentially on the value of a > 0. Besides, we should choose 
only negative value of a ; then the convergence o f the solution Y a to the solution 
of system ( 4.6) has been justified. 

So, the systems of integral equatio ns ( 4.5), ( 4.6) which are obtained under the 
assumption r = 0 have been investigated fo r all problems (J+ , J - , J ) (J± = 
1, 2, J = 1, 2, 3) and for all values o f the parameters r ± ~ 0. The values of the 
unknown parameters l oo (= min {/1,/2}), 1.: = 0, /o, u.(= V±) of class LW(D) 
have been obtained (see the Theorems, a priori assumptions ( 4.7) and relations 
( 4.3), ( 4.4)). Besides, the relation between the values of the parameters / I, 12 are 
given in Corollary A.l [12] . 
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5. Analysis of the system of fun ctional-diffe rence equations (3.9) in the case 
r > O 

It is easy to prove by contradiction that the terms of systems (3.9) can not 
have any pole, the real part of which lies between 0 and loo and, consequently, 
/ o ;::: 1. Consider the equivalent systems 

in the strip 0 < ~s < min{v00 , / 00 } . Thk.ing into account the results of the Lemma 
and a priori estimates for the vector-functions rY + Z](s), Z(s ) (see arguments 
before (4.2)), one can easily see that the vector-function Z(s- 1) can only have 
a simple pole in the point s = 0, and for some b > 0 

(5 .2) .\ ..._... oo. 

Here the constant z: is defined for some of the problems as follows: 

(5 .3) • { 0, 
z_ = unknown, 

:r± = 1, 

:r+ :r- > 1, 

.7 =1 , 2, 3, 

:J = 1, 2, 3. 

For the remaining problems :r+ :r- > 1, :J = 1, 2, 3, this constan t will be calcu­
lated below from an additional condition. 

Introduce a vector-function Z.(.\) by the relatio n: 

(5.4) z: .\ (0) Z. (.\) = Z(.\) - 1 + ,A.2 1 . 

Note that the inverse Fourier transformation of Z. ( .\) is of the form: 

F - l (z ]( ) _ ( z+(x i)) + - lxtl ( -z: ) 
• XJ - iz_(x 1) 1re iz; sign(x J) ' 

where the functions z+(x 1), z_ (x 1) and the constants z: , z; are defin ed in (3.4), 
(3.6), (5.3). Using a ptiori estimates of the solutions belonging to the class L W(D), 
and properties of the Mellin and Fourier transforms, we can obtain the values of 
the parameters from the definition of L W(D): 

(5.5) 

00 

V± = u.- 2r j z1 (.\) d.\ - 1rr(z; =f z,:- ), 

0 

where the value of u. is given by (4.4), but the integral of the first component of 
the vector-function Z (or Z.) is bounded in view of (5.2). 
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Rewrite the systems of equations (5.1) as follows: 

Here the vector-function 

-1 f..L1T1r z; - 1 (0) z;1r (0) 
f'Z(s) = q.• (s)F(s ) + 2sin(Trs/2) cl>. (s) 1 + 2cos(Trs/2) 1 

tends to zero at infinity, but systems (5.6) are true in the strip -fJ < ~s < 
min{v00 , / 00 } . Note that Fz(s) = Ft(s) + z:F2(s) + z;F3(s), in general. Be­
sides, the vector-functions multiplied by the unknown constants z:, z; are always 
bounded in the zero point. 

Now we can reduce the systems of functional-difierence equations (5 .6) to 
systems of singular integral equations. The way to do that essentially depends on 
the behaviour of the matrix-function cl> ,:- 1 (s) at infinity. Using the Lemma, let us 
rewrite the systems for the first case (t+ = L = 0) in the form: 

[x+I + x-Etg(Trs/2) + ci> •• (s )][Y(s) + Z(s) - 1-LJTZ.(s - 1)] = Z.(s) + f'Z(s). 

Then, applying the inverse Mellin transform , we obtain 

(5 .7) [x+ (Y + Z- f..LtdZ.) - Z.] (.A) 

lOO 

= 2:i j f'Z(s).A3 ds, 
- •oo 

where 

,T,(l)(\ , C)=-1-. ;tOO A;. ()(A) Sd 
'.t." A <, 21r<~ . '*'•• S ~ S . 

-too 

It remains to leave in systems (5.7) only one of the unknown vector-functions 
using relations (3.5), (5.4) between Y(.A), Z(.A), Z.(.A). For the exterior boundary 
conditions along Fn of the first and the third type (J = 1, 3 see (2.9)), it is 
convenient to leave the vector-function Xz (.A) = Z.(.A)(l + .A). This is because 
the matrix-functions belonging to the kernels of the obtained operators (which 
are difierent from the homogeneous matrix-functions of the degree - 1) should 
be bounded at zero and infinity. The corresponding systems of integral equations 
are of the form: 

(5.8) J = 1, 3, J ± = 1 2 ' , 
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where 
00 

(c~>u](>.) = u(>. ) + J L~)(>. , o w (l)(>. , O u(O elf, 

0 

00 00 

G. S. MISIIURIS 

(1) J (1 ) 2 J >.elf, [C0 u](>.) = x +u(>.) + '¥ (>. , f,)u(f,)df, - ; x- E u(f,) >,2 _ f,2 . 

0 0 

However, when we deal with the problem (J+, J - , 2), systems (5.8) a re not 
suitable, because in this case the function Afp(>.) = 0 (>. - 2) as ), -. 0, and con­
sequently the corresponding integral operators are not bounded in the spaces 
~,o ,P(JR+ ) under considera tio n. For these problems the method of reducing the 
systems of functional-diffe rence equations (5.1) to systems of integral equations 
should be similar, but slightly different. 

Namely, from (3.8) and (5.2) it follows that 

(5.9) ), ___. 00. 

Then denote 
z:. ), ( 0) Y.(>. ) = Y(>.) + 1 + >,2 1 , 

and rewrite systems (5.1) in the strip -o < ~s < min{v00 , loo} in an equivalent 
form: 

Here the vector-function 
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is analytic in the mentioned strip in view of the Lemma and tends to zero at 
infinity. 

Repeating the former line of reasoning we are led to systems of integral equa­
tions with respect to vector-function Xy (>. ) = Y. (1\)(l + >.): 

(5 .11) .J = 2, 3, 

where 

00 

rcV)u](>.) = u(>.) + J L~ ) (>., 0'll(1)(>. , Ou(O d~ 
0 

00 

2 J (1) >.d~ -;x-E Ly (>. ,Ou(O ).2 - e , 
0 

(1 ) _ (1 + >.)(1 + (ft1 ~Mp(0)- 1 - r (Mp(0 )- 1] 
Ly (>.,o- (1 + 0(x+ [1 + (fL 1,\Af p(>. ))- 1- r (Afp(>.))-1] - (fL1AA!p (>.))- 1) , 

(I) _ 1 + >. 
Qy (>.) - X+ [1 + (fqAMp(>.))- 1 - r(Afp(l\ )) - 1] - (Jt1>. Mp(>.))- 1 

X ( Z~i _l .\'<1> ~ 1 (s)Fi, (s)ds- [C!'>IIy](.l) + HY(A)) , 

For the second case Ct+ > 0, t_ = ±t+ ), the systems o f integral equations are 
analogously obtained, because the behaviour o f the matrix-function at infinity is 
simjlar to that in the first case Ct+ = 0). Then the corresponding operators and 
systems of integral equatio ns can be obtained from (5.8), (5.11) by replacing the 
upper indices 1 with 2, and the constants x +, X- with the constants (2cv±)- 1, 

=t=(2cv±)- 1, respectively. 
In the third case (t+ > 0, t~ f. t~), the procedures of reducing the systems 

(5.1) to systems of integral equations are the same as in proving ( 4.6), (5.8) and 
(5.11). The corresponding systems are of the form: 

(5.12) 

where 

c~)(.J+ , .J- , .J)Xz = Q~) , 

c?)(.J+ , .J- , .J)Xv = Qv), 

00 

..7 =1 , 3, ..,± = 1 2· ...1 , ) 

.1 =2, 3, .1± =1 ,2; 

(3) ) J (3) )'Tr (3) ( ) ( ) [Cz(Y)u](>.) = 9Z(Y)(>.)u(>. + Lz(n(~ ':!! >. , ~ u ~ d~, 
0 
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1 
gz(.-\) = 1 + .-\ ' 

1 
gy(.-\) = AfLJMp(.-\)(1 + .-\)' 

L(3)(t) = - 1 + lll~Mp(O - PI '~ 
z <., 1 + ~ ' 

L(3)(t) = - 1 + (J.LJ~Mv (0)-1- 7(Mp(0)- l 
y <., 1+~ ' 

i()Q ioo 

G. S. MISIIURIS 

Q~)(.-\) = -
2
:i j .-\s<P :- 1(s)F'i (s ) ds + j '!! <3>(.-\ , OHz(O d~, 

-ioo 0 
. . 

100 100 

QV>(.-\)= -
2
:i j .-\s<P:- 1(s)Fi, (s)ds + j '!!<3>(.-\,0IIY.(Od~- HY.(.-\) . 

-ioo 0 

Here the matrix-function '!!(3)(.-\ , O and the vector-functions H z (.-\), fly(.-\) have 
been previously defined. 

Basing on the resul ts presented in (2, 10, 11) one can show that the obtained 

operators c<j{Y)CJ+, J-, J) (j = 1, 2, 3) for all of the problems (J+ , J -, J) are 

bounded in the spaces Li '<>'.6(1R+) with the parameters - v00 (J+ , J - ) < a ~ {3 < 
voo (J+, J-), 1 ~ p < oo. As before, the right-hand sides of the corresponding 

systems of integral equations belong to the spaces W(;:)~(IR+) for any m E N. 
All these systems of integral equations are of the second kind, but the operators 

c¥\J+' J-' J) (J = 1' 3), c?\J+ ' J- ' 3) are degenerate to the first kind at 

infinity, and the operators c?>cJ+ , J -, 2) are degenerate at zero and at infinity. 
Note that the vector-functions Xz<n (.A) should belong to the spaces: 

(5.13) 
Xy E Li.<> 1 • .6(JR+), Xz E Li'<>2 ,f3 (1R +), 

-{j < Qj < 0, 0 < {3 < 8, 

for arbitrary p E (1 , oo) and some 8 > 0, in view of a priori est imates (5.2), (5.9) 
for the vecto r-functions Z(.-\) and Y(.-\) and the choice o f Z. (.A) and Y.(.-\). 

R EMARK 5. By assuming z:; = 0 in the systems obtained in this section, one 
can equivalently investigate all these systems in the spaces (5.13), however with 
the negative values o f {3 ( -8 < {3 < 0) only. 

U sing the results from [10) we can write the symbols C~lY)(t , B, J+ , J -, J) 

(t E IR, B = ± 1) of the nondegenerate operators c<j{n(J+,J- ,J) (j = 1, 2), 
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which are represented in the form C = AP + [JQ + K. 

(j) + - - [ ""' - I . ] 1 + () ""' - 1 . 1 - () Cz (t , B,.J ,.J ,1)- I - '*' .. (a- lt) -
2
-+'*" .. ({3-lt) -

2
-, 

(5.14) c~lv>(t ,B,.J+,.J- ,3) = [r - (1 - JL:~J <P:-
1
(a- it)] 

1
; B 

,;t;. - 1({3 . )1 - () +'*" -lt --.. 2 ' 
u>c + _ )-""'-1< .)1+() .;t;. - lc . )1-B Cy t,B, .J , .J ,2 - '*"· a -lt -

2
- + '*"· {3 -lt -

2
- . 

'Note that the symbols of the operators c¥{v)(.J+, 3-, .J) in the spaces I.i,or,.B 

(JR+) are degenerate for any values of {J ( det <P :-1 ({3- it) tends to zero as t --+ oo ). 

Hence we can directly investigate the opera tors ci?v)(.J+, 3- , .J) only. Thus the 

indices and the partial indices of the operators ci?v)(.J+' J -' .J) in the spaces 

I.i,or,.B(JR +) for some lal <a., 1!31 < {3. are calculated as fo llows: 

{ 

signa ; 

K-(a ,{J, .J+,.J-, 1) = signa - sign{J; 

- sign{J; 

(K-t = signa , 11:2 = 0), 

(Kt = signa, 11:2 = - sign{J) , 

( ~>: t = 0, ~>:2 = - sign{J) , 

J+ J - = 1, 

.J+ J- = 2, 

.J+ J - = 4; 

+ - { 0; ( K.J,h:2 = 0), J+ J - = 1, 
K.(a,{J,.J , .J ,2) = . . {J ( 0 . {J ) + signa- sign ; 1~ 1 = , ~>:2 = signa- sign , .J 3 - > 1; 

+ - { 0; ( ~>: t ,K-2 = 0), J+ J - = 1, 
K.(a,{J,.J ,3 , 3) = . {J ( 0 . {J ) + 1 -sign ; ~~: 1 = , ~~:2 = - sign , .J 3- > . 

After eliminating, when the occasion requires, the index and the partial indices 

of the operators c~{}//3 +, 3 -, .J) (and the constituent operators A, l3) by the 
methods presented in [18], we can solve the corresponding systems of equations 
(5.8), (5.11). The unknown constants z~, z:. (if they are presented in the respect­
ive systems) are obtained from the conditions of solvability of the systems. For 
example, if the parameters a , {J of the spaces q ,or ,.B (JR+ ) satisfy the conditions 
a < 0 < {J (see (5.13)), then we have ~>: (a , {3, 1, 1, 1) == - 1 ( ~~: 1 = -1 ,11:2 == 0), 
and the corresponding system contains the unknown constant z~ only. But in the 
problem (1,2,1) ~~: (a, {3, 1, 2, 1) = - 2 (~>: 1 = ~>:2 = - 1) and two constants z~, z:. are 
presented. However, if we choose the values of the space parameters in a difTerent 
way: a < 0, {J < 0, then for the mentio ned problem (1 ,2,1) ~~:(a , {3, 1, 2, 1) == 0 
(~~: 1 = -1 , ~~:2 = 1) and the re is only one constant z+ (see Remark 5) in the 
corresponding system. 
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5.1. Investigation of the degenerate problems 

The degenerate systems with the opera tors Ci2{}') (J +, J-, J ) and c¥{Y) 
(J+, J-, J) can be analogously transformed, and investigated as it has been done 

in the previous section for the ope rators s(J>cJ+ , J -, 2) and s?>cJ+, J-, 2). 
But we shall investigate them in a different way. 

Namely, return to systems of functional-difference equations (5.1) and de­
note by Zo(..\) a new vector-function , using the relation similar to (5.4) with the 
constant z0: 

(5.15) z* ..\ ( 0) Zo(..\) = Z(..\)- (1 +o .A2)2 1 , 
• _ {unknown, J+ J - = 1, 

zo - -41r- 1f2(0) , J+ J- > 1, 

such that the additional condition 

(5.16) 
(0, 1)Z0(-1) = 0, 

(0, 1) Z0(0) = o, 
J+ J - = 1, 

J + J- > 1, 

J= l ,2,3, 

J = 1, 2, 3, 

is true for the problems (J+ , J -, J ). Here f2(s) is the second component of the 
vector ci> :-1(s)F (s ). In the case J+, J- = 1 the unknown constant z0 will be 
calculated below. Note that the vecto r-functions Z0(..\) and Z(>.) are of a simila r 
behaviour (see (5.2)). It means that the systems: 

1 ~ ~ I - ~ 

(5.17) ci> :- (s)[Y + Z](s) = Jt1r <P :- (s)Zo(s- 1) + Zo(s) + Fo(s ) 

are true in the strip 0 < Rs < min {v00 ,/00 } , in general, but the vector-function 

) 
_ cp - 1 . JLJT1l" z0s _ 1 ~ (0) z01r (1 + s) (0) 

Fo(s - • (s)F(s) + 4sin(7rs/2) cl>. (~ ) 1 + 4cos(7rs/2) 1 

is analytic in the strip IRsl < v00 , and its second component is equal to zero when 
s = 0 for the problems (J+, J -, J) (J+ J- > 1) in view of (5.15). 

Now introduce a new vector-function V(..\) by the relation: 

(5.18) 

Zo(s) = Rj,f(s)V(s ) , 

RJ,k(s) = F(s + 1) cos 1r
2
s ( ~ 

1l"S 
1 (F(s + 1)cos2 R2,k (s) = 2 

1 

Rt ,k (s) = ( b Xk~s)) , 

{ 

-tg(7rs/2) , k = 1 {::> J+ J- = 1, 
Xk(s) = 

ctg(1rsj2) , k = 2 {::> J+ J - > 1, 
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where choice of j = 1,2, 3 depends on the behaviour of the matrix-function 
cJ>:- 1(s) at infinity (see Lemma). Besides, in the case j = 2 the sign is defined 
from relation L = =t=t+ . The value of k (k = 1, 2) depends in turn on the 

behaviour of cJ>:- 1(s) in zero po int (see Lemma). 
One can see that the vector-function V(s) has no poles in points s = 0 and 

s = - 1 in view of (5.2) and (5.16). Consequently one can assume that 

(5.19) V E I.i,a,.O(JR.+), - 1 1 < a: < 0, 0 < {3 < 1 + 6. 

Besides, for the problems (.:J+, .:1- , .:J) (.:J+ .:1- = 1 what is equivalent to k = 1, 
see (5.18)) the additional condition should be satisfied to calculate the unknown 
constant z0: 

(5.20) ((-1).1+1 - 1,2)V(O) = o, .:1+ .:1- = 1, .:1 = 1,2,3, j = 1, 2, 3. 

From (5.18) one can obtain the relations between the vector-functions Zo and V: 

(5.21) Zo(.X) = [R i ,k V](.-\) , 

nl ,k = ( 1
0 °) sk ' ( 

73 I ) R2 k = ±" S , 
• 12,k =f k 

- (73 0 ) R3,k- O ~.k , 

where I is the unity operator, but the other scalar integral operators are defined 
as follows: 

00 

[s ](.\) = _ ~ J ~1L(0 d~ 
JU 7r e - .x2 , 

0 

00 

[ ,.. ](') = - ~ ! .\u(Od~ '-~21L A 2 \2 l 
7r ~ -A 

0 

(5.22) 

00 2!. d~ [73u](.X) = - sm(.X / ()u(O-, 
7r ~ 

0 

00 2! d~ [~. 1 1t](.X) = ; cos(.X/()u(OT , 
0 

00 

[~ 2u](.X) = 4
2 j [Si (.X / 0 cos(.X/0 + ci (,\ / 0 sin(.X/0] u(O d~. 

• 7r ~ 
0 

Here the singular integral operators s2. ~.2. 73 : LP,et ,.O(JR.. ) -+ LP·et,.O (JR.. ) and 

SI> ~. 1 : p.a,,a(JR..) -+ LP,a,.O(JR.. ) are bounded. But p.a,.a(JR.. ) c Lp,a,.O(JR..) is 

the set of functions from LP,a,.O(JR..) which satisfy the respective condition (5.20). 
Rewrite the systems (5.17) in an equivalent fo rm: 

(5 .23) Nj,k (s)[Y + Z](s) = fLtTMj,k(s)V(s- 1) + V(s) + Rj,k(s)!1(s), 

in the strip -6 < 3(s < min{v00 , l oo} for some value 6 > 0. Here we denote 

(5.24) 
= N(J)(s) + N(2)(s ) 

J ],k ' 
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Note that the matrix-functions of these representa tions sa tisfy the estimates 

NJ~k(il) = o(t- 112), MJ~k(it) = o(t- 1) as t --+ oo, but 

N(l)(s) = ( X+ X- tg(1r s/2) ) M(l) = ( X+ -x- ) , 
1 -x- - x +tg(1rsj2) ' 1 -x- X+ 

N~l)(s) = 2~± (0
1 

0 ) M(l) = 1 (w± 0 ) · 
...., =t=tg(1r sj2) ' 2 2rqt+w± 0 2JLil+ ' 

N~I)(s) = O, M(l) = 1 ( t+ -L) 
3 JLt(l~- t:_) - L t+ . 

Then substituting (5 .23) in systems (5.20), and applying the inverse Mellin 
transform, we obtain the systems of integral equatio ns: 

(5.25) [NJ1)(Y + Z)](A) + [N}.~(Y + Z)](.A) 

= [1 + JLI r AMj]V(A) + Jt 1 r[MJ~k (~V((})](A ) + Go( A), 

where the operators NJI>, N}.~ are defined analogously to MJ~k: 

00 t OO 

[MJ~ku](A) = j M},22(A j(}1t((}d(JC M(2)(t) = -1 j M(2)(s)t3 ds 
J,k 21ri J,k ' 

0 - t OO 

Substituting then in (5.25) the vecto r-fun ctio ns Z, Y fro m re la tions (3.5), (5.15) 
and (5.21), and taking into account the fact tha t the matrix-functio n Kj (-A) = 
(1 + A)[l + JLtrAMj]- 1 is no ndegenerate in R we obta in the syste ms of in tegral 
equations for the new vector-function V. (,\) = (1 + A)V(.A): 

(5.26) [£U>(J+ , J- , J )V. ](,\) = 1-Ij,k (.A), 3± = 1, 2, J = 1, 3 , 

where the opera tors [ U>(J+, J - , J ) and the vector-functions Hj,k are: 

[£U>(J+ , J -, J)V. ](A) =V. (,\)+ Kj (A) [MJ~k (~(1 + 0 - 1V. (0)] (.A) 

- Kj(A) [(Np> + N}.~) ([1 + Jli~Mp (0]Rj,k ((1 + t)- 1V.(t))(0)) (A), 

Hj,k{A) = Kj (-A)([(Np> + N}.~)1lo]( -A ) - Go( -A )), 

J! (~) = JI ~ ( ~) + [1 + JL J ~i\Jp (O] .:o~ (0) 
o .., z .., (1 + e )2 1 , 

100 

Go(A) = ~ j R1· k ( ~ )F'9, (s).As ds . 
21rt ' u 

- ioo 
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These equations can not be used in the case when the gradients of the solution 
are prescribed along the most external boundary rn (J == 2) (with respect to the 
layered part of the domain). 

Solutions o f equa tions (5.26) are sought in the spaces (see (5.1 9)): 

(5.27) -11 < a< 0, 0 < (J < 6; 

besides, for the case k == 1 (conditions of the first kind J± == 1 are given along 
the external boundaries with respect to the wedges), the additional condition 
(5.20) should be true. Basing on the results known from [10], the symbols o f the 
operators £U)(.J+, 3-, .:J) from (5.26) can be calculated: 

Symb £U> (:J+ , J -, 1\p.o,11 (t , B) == (MY>) - I M j,k(fJ- i t) 
1

; B 
2 

[ 
1 ·]1+8 + I - Nj,k (a - it)Rj,k(a- zt) -

2
-, 

(5.28) 
Symb£(j)(.:J+ ,.:J-, 3) 1 t~·o.P (t ,B) == ( M;

1
>r

1 
M j,k (fJ- it)

1
; B 

[ ( 
/LJ ) . - I . ] 1 + B + I - 1 - f.Ln+ l Nj,k (a - 1.t)Rj,k (a - tl) -

2
-, 

where the matrix-functions Rj,k(s), Nj,k (s), M j,k(s) are defined in (5.18), (5.24). 
As it follows from (5.24), the symbols of operators [U> (:J+, J -, .:J) are not 
degenerate for the values of j == 2, 3, in contrast to the symbols of operat­
ors cU>(:J+, 3 -, .:J) from (5.14). Moreover, one can see that the identities: 

det(I -yNj,k(s )Rj,k(s)] == det (I -y~:-\s)], detMj,k(s) == - (s ctg(7rs/2))j- l x~(s) 
det ~:- 1 (s) are true for any y E lR. Then the indices and pair indices of the corre­
sponding operators £U)(:J+, J-, J ) in the spaces q ,o-,/3(R +) can be calculated: 

{

signa- sign(J ; (~-.: 1 ==signa, ~>:z == -sign(J) , J+ J - = 1, 

~~:(a , (3, J+, :1-, 1) = signa; (K1 = signa, Kz = 0) , J+ J - = 2, 

0; (KJ = Kz == 0), J+ J- = 4; 

+ _ _ { -sign(J; ( K1 = 0, "'2. == -sign(J), :J+ J- = 1, 
~~:(a,(J , J ,J ' 3)- 0; (~-.: 1 == ~-.:2 == 0) , J+ .7- > 1. 

So, for the values o f the parameters a < 0, (J > 0 as in (5.27), the indices 
and the partial indices of the operators are equal to zero or negative. In the 
last case there exists exactly 1~-.:1 unknown parameters (z0 or (and) z:;.) which 
are found from the additional condition (5.20) and the corresponding condition 
(2.11) together with (5.5). Note here, that on ly one o f the conditions (2.11) is 
independent, when both external boundary conditions along the wedge surfaces 
are of the fi rst type (J+ == J - == 1), because z: == 0 in (5.5) for this case. 



http://rcin.org.pl

740 G. S. MISIIURIS 

The remaining problems (J+, J-, 2) for the second and the third combina­
tions of the parameters r ± (j = 2, 3, see Lemma), which have not been considered 
as yet, can be investigated on the basis of systems (5.11), (5.12). The correspond­
ing degenerate operators c<2)(J+, J-, 2), C(3)(J+, J-, 2) could be analyzed sim­
ilarly to operators 8(2) (.J+ , J - , 2) and B(3)(J+, J- , 2) in Sec. 4. 

Finally, the systems of integral equations (5.11 ), (5.12), (5.26) obtained under 
the general assumption r > 0 have been investigated for all problems (J+, .J-, J) 
(J± = 1, 2, .J = 1, 2, 3) and for all values of the parameters r ± ~ 0. The values 
of parameters u., V± of the class L W(J?) have been found (see (5.5)), /o = 1, 
k = 1, but the value of 'Yoo = m in { 'Yl, 12} is calculated from the symbols of the 
corresponding operators (as in the theorems presented in the previous section). 

6. Conclusions 

We have considered all different combinations of the external boundary con­
ditions, and values of the parameters r, r ± ~ 0 determining the interfacial condi­
tions near the wedge tip. As it could be expected, the singularity of gradu near the 
wedge tip depends essentially o n the models of the interface. Thus, if the model of 

interface is of the form: ([u]- TT±JL ~~)I = 0, [~t ~~ ] I = 0 (corresponding 

r ± r± 
to the adhesive region represented by two thin wedges only), the main exponent 
of the singularity is in the interval ( -1, 0). It has the value close to that of the 
case of an "ideal" bimaterial contact for small values of the no rmed parameters 
JLi r1- , JL( rt. Besides, there is a second exponent in the interval ( -1 , 0), which 
has the value near zero. Nevertheless, the corresponding term of the asymptotic 
expression should be also taken into account in the process of fracture mechanics 
analysis. 

When the geometry of the adhesive is assumed to be o f the general form 

[~t ~~ ] lr = 0, ([u]- (rr± + r)Jt ~~)I = 0, (r , r± > 0) or in the case of a 
± r± 

thin layer only (where r > 0, r ± = 0), grad 1t increases in the neighbourhood 
of the wedge tip as In T inside the domains n only. But inside the domains n±, 
the value of gradu is bounded as well as the normal derivative Du/ on along the 
interface. 

Note that the cases, when at least one of the parameters r, r ± is negative, are 
not considered in this paper. Such situations appear on the declin'ing segment of 
curve E - a and are often connected with a loss of stability of bodies in contact. 

Let us remark that all the used functions Alp(>..), 1n; (>..), Mq (s), Mr(s) can 
be effectively calculated by the recurrence formulae presented in Appendix A 
[12], and the asymptotics of these functions have been analytically obtained. 
Moreover, an effective way of finding the complex zeros of determinants of the 
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matrix-functions ci>*(s ) (and the symbols of the singular integral operators) has 
been proposed in [1 ). 

In Appendix it is shown that the method developed makes it possible to solve 
not only Poisson's equations but also the equa tions of second order of a general 
form. It is only necessary that the method of integral (Fourier and Mellin) trans­
forms could be applied to these equations. Hence, the results of [12) and this 
paper completely solve such problems under arbitrary boundary conditions. 

Appendix 

Consider similar problems for the following equations: 

- vV;, 

(A.1) - IV+ J , (T, B) E nj, 

(T,B) E [}J; , 

instead of the equations (2.1 ). Here v;, J-li = vi , fLi(x2), vf , fLJ = vf , J-LI (B), are 
known bounded positive functions. Without any loss of generality we can assume 
that: 

(A.2) 

and they can be extended to closed intervals. 
All external and internal boundary conditions are prescribed in (2.2)- (2.9). 

Such problems can be solved by using the mentioned method. We shall find in 
this Appendix only the necessary conditions which make it possible to use the 
formulae given in [12) (Appendix A) in order to obtain the equations similar 
to (3.1). 

Applying the Fourier and Mellin transforms in the corresponding regions we 
obtain: 

2 - 8 8 - = - W; , >. E IR, X2 E (Yi- I.Yi ), -A VjUi + D J-li DUi 
X2 X2 

(A.3) + 2-+ 8 + a - + = -w+ 0 < ~~s < 1 1 , B E (Bj_ 1 , Bj), Vj S Uj + aBJ-lj aBuj J , 

- 2--
a _ a __ 

= -lvk-, 0 < 3'~s < 1 1 , . BE (BJ;_ 1, BJ;). vk s uk + aBJ-lk aBuk 

Let pf(.X , x2), qf(s, B), 1·r (s, B) be the linear independent solutions of the 
corresponding homogeneous equations (A.3). Besides, these functions can be 



http://rcin.org.pl

742 G . S. MISHURIS 

chosen so that they will be even functions with respect to the new variables (>. , 
and s ). Consider in details the solutions of the first equations. 

From the VKB method [5] the behavio ur of the functions p"f' (>. , x2) for large 
values of the parameter >. can be justified: 

(A.4) 

>. ---+ oo, 

uniformly with respect to x2 E [y;_ 1 , yi]. These solutions can be found, for exam­
ple, from the following initial (Cauchy) conditions: 

where Y+ = Yi- 1• Y- = y;, but 

We can also obtain asymptotic expansio ns of these functions for small values of>.: 

{A.5) ±(\ . ) _ Bf (..\)1 [l . [(V; Jt;)' Pi A,X2 - -- - f.L, --
~ Y± 4 U jfl j 

1=1>.1;;] 'Y± l f.L~~ )l + 0 (>.2), 
Y± 

>. ---+ 0. 

Consequently, the functions p"f' (>. , x2) a re absolutely continuous near po ints 
(0, x2), and are sufficiently smoo th in any o ther points (>. , x2) from the corre­
sponding region (!.AI E IR+, x2 E [Yi- t , y; ]). 

Now, we can write the solutions u;(>. , x2) of the first equa tions (A.l): 

(A.6) u;(.A ,x2) = A+Pt(>. ,x2) + A_p;-(>. ,x2) 

- +(>. X )!Yi JJi(.A,()W;(>. ,O d - 1-:- (>. X ) JX2 JJt(>. ,()W;(>. ,O d' 
p, ' 2 tt; ((}W(JJt ,pi)(>. ,O ( 7' , . 2 tt;((}W(pt,pi)(>. ,O ., , 

X2 Y· - 1 

where W(JJt, pi)(>., x2) is the corresponding Wronskian. 
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Following [12), denote functions 

(A7) 

. f) 
P~(.X) = J.li~Uilr· , 

u X2 ' 

i = 1, 2, ... , n. 

Then, substituting (A6) in (A.7), and eliminating the constants A± from these 
equations, we obtain the relations between functions u~(b) and p~(b) in the form: 

(A.8) 

where coefficients are calculated from the equations 

( 
ui0 ) l ( J.li-J-Pi (.X , Yi ) : = R;(.X) U X 2 

uw 0 

(A.9) Ri (.X)= _ W(pt , pi)(.X , yi-1) 
bt J.Li(Yi)ng>(.x) ' 

Ri (.X) = D(i)(.X, Yi- 1, Yi) 
bb (i) ' 

. J.L;(Yi- 1)D0 (A) 

Ri (A)= _ D(i)(A, Yi, Yi - 1) 
11 

J.Li(Yi))ng>(.x) ' 

Ri ( ') = W(pt, pi)( A, Yi) 
tb /\ ( i ) . 

J.Li(Yi- l)) D0 (A) 

Finally, the functions D(i>(>. , a, b), Dbi\A) are expressed in terms of the solutions 

Pt(A, x2): 

(i) - + f) - - {) + D (.X , a, b) - Pi (A , a)~Pi (.X, b) - Pi (A, a)-
8 

Pi (A, b), 
UX2 X 2 

(i) ( ) - f) + ) {) - ) f) - ) f) + ) D0 A - ~Pi (A , Yi-l -
8 

Pi (A , Yi - -
8 

Pi (.X , Yi- i ~Pi (.X , Yi · 
U X 2 X2 X 2 UX2 
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Hence, we can use all the results of Appendix A [12] in order to obtain 
the functions Mp(>.), m;(>.) in the first relation of (3.1). For some functions 

v;(x2), J.J.;(x2), the mentioned solutions pf(>.. , x2) can be calculated exactly (see 
for example [17]). Anyway, the functions pf (>., x2), and consequently, all func­
tions from (AS) as well Mp(>.), mt(>.) can be numerically calculated. Moreover, 
their asymptotics at the zero and infinity points with respect to the variable >.., 
which play an important role in the process of investigation of the systems of 
functional-difference equations, can be analytically determined. 

- 2fl;- (>.)[ViJ.J.i(Yi-1 )] - 1
/

2
) 

- [Vifli(Yi- 1 )] - 1/ 2 

x (l+oC~ 1 )). >. --+ oo, 

u:o. U~o = o(I.AI - 1 n;-(>.)), >. --+ oo; 

R;(.\) = ;, [l v;(()dr (: =:) + 0 (1), ). ~ 0, 

u;0 , ub0(>.) = ;, [l v;((}d(] -'2 W; (O, ()d( + 0 c~l) , >. --+ 0. 

In conclusion let us note that we can always obtain the solutions pf (>. , x2) sat­
isfying the relations (AS), and belonging to the class C00 (!R x (y;_ 1 , y; )) by co rrect­
ing the Cauchy data (A.4). 13ut this makes no sense, because Lhe matrix-function 
R;(>..) has always the singularity in zero point, and does not depend on the choice 
of the solutions pf(>.. , x2). 

In the wedge regions the re lations similar to (AS) between Mellin transfor­
mations of the solution and the tractions are constructed in a similar manner. To 
this end it is sufficient to replace the corresponding functions v; (x2), Jt;(x2) by 
vj(O), J.J.j(O); to substitute new variable >. = is; and to consider separately the 
real and the imaginary parts of the solutions. The corresponding results will not 
be presented here. 
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Non-uniform extensional motions 
of materially non-uniform simple solids 

s. ZAHORSKI (WARSZAWA) 

N ON-UNlFORM EXTENSIONAL M OTIONS of materially non-uniform simple solids are considered in 
greater detail. These motions may be useful as applied to quasi-elongational motions with tem­
perature and structure variations. In particular, the constitutive equations are discussed for steady 
drawing processes of polymer fibres. 

1. Introduction 

IN OUR PREVIOUS PAPER [1] the resul ts valid for uniform motions with constant 
stretch history (MCSH) have been generalized to the case o f non-uniform stag­
nant motions (NUSM) of materia lly non-uniform incompressible simple fluids. 
The coresponding constitutive equations are very similar to those known for 
MCSH. 

In the present paper we discuss in greater detail the non-uniform extensional 
motions (hereafter called NUEM) of materially non-unifo rm simple solids [2]. 
Such motions deserve more attention since in many practical situations met in 
the rheology of po lymers (d rawing of fibres, non-uniform elongations, etc.), ther­
mal and structural e!Tects as well as nonlinear viscoelastic properties are of major 
importance (cf. [3]) and can be taken in to account through the assumption of 
the proper material non-uniformity. In solids, in contrast to fluids, the defo rma­
tion energy cannot be neglected and may, th rough the corresponding dissipation 
mechanisms, lead to temperature variations and, in consequence, to variable ma­
terial properties (cf. [3]). 

In what fo llows the non-unifo rm extensional mo tions (NUEM) are defined 
in general and steady-state cases. Next, the co rresponding constitutive equations 
are discussed for materially non-unifo rm simple locally isotropic so lids. 

2. Non-uniform extensional motion (NUEM) 

Consider a class of isocho ric motions for which the defo rmation gradient at 
the current timet, relative to a configuration at time 0, is o f the following diagonal 
form: 

(2.1) 
[

A -~1 /2 
Fo(X, r) = 

0 
A - 1/2 

0 

det F0 = 1, 
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where the non-uniform stretch ratio >. (X, t) depends on time t as well as on the 
position X of a particle X in an arbitrarily chosen reference configuration K. 

(not necessarily at time 0). Thus, a non-uniformity of the quantities considered 
can be expressed either by X or X, X = K.( .... Y). Such a motion may be called the 
non-uniform extensional motion (NUEM). 

In general, we obtain the velocity gradient in the form: 
. 

1 >. 
0 0 

2 >. . 
(2.2) Ll (X, t) = F (X, t)F- 1 (X, t) = 0 

1 >. 
0 

2 >. . 
0 0 

>. 

>. 

If, in particular, the gradient (2.1) can be presented in an exponential form: 

(2.3) Fo(X, r) = exp(rL(X)) , 

where r denotes any past time and the diagonal tensor L(X) depends only on the 
position X, we arrive at the definition of steady NUEM. 

From Eq. (2.3), the deformation gradient relative to a configuration at the 
current time t amounts to 

(2.4) Ft(X , t) = F0(X, r)F0
1(X, t) = exp(-sL(X)), 

leading to the following time-independent velocity gradient: 

(2.5) 

Therefore, for steady NUEM we can write 

{2.6) L1 {X) = L(X) = 

- ~V' 
2 

0 

0 

0 0 

1 I 
- - V 0 

2 
0 V' 

T = t - s, 

where V'(X) formally denotes the z-component of the velocity gradient. 
Equations (2.3) and (2.4) lead to the following expressions for the left Cauchy­

Green deformation tensor B and the history of right relative deformation tensor 
q (cf. [4]): 

(2. 7) B(X, t) = Fo(X, t)Fif (X, t) = exp(tL(X) exp(tLT (X)), 

(2.8) c:{x, s) = Ct(X , t - s) = F{(X, t - s)F1(X, t- s) 

= exp( - sLT (X)) exp( - sL{X)), 
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respectively. The above expressions can be simplified a little since the tensors 
L(X) are diagonal by assumption. 

3. Constitutive equations of materially non-uniform simple isotropic solids 

According to our remarks, at the beginning we assume that a priori unknown 
temperature and structure distributions lead to a material non-uniformity, i.e. to 
the fact that all the functionals, functions and material constants depend on the 
position X and vary from particle to particle or from place to place. 

The general constitutive equations of materially non-uniform simple isotropic 
solids (cf. [2, 4]) can be expressed as 

(3 .1) T(X,t) = s~o" (c:(X,s) , ll(X, t) , x) , 

where T is the non-uniform stress-tensor, 1-£,. deno tes the non-uniform constitut­
ive functional depending on the reference configuration K. and the tensors q 
and n have been defined by Eqs. (2.7) and (2.8). In the case of incompressible 
materials, the stress tensor T should be replaced by the corresponding extra-stress 
tensor T£. 

It can be proved that the constitutive equa tions (3.1) are in agreement with 
the principles of determinism and local action. They also satisfy the principle 
of objectivity (invariance with respect to the reference frame), if the group of 
material isotropy (symmetry) is equivalent to the full orthogonal group (cf. [2, 
4]). A non-uniform material may be considered to be globally isotropic if there 
exists the configuration K. at which its isotropy group is the same for all the 
particles. In other words, in a globally isotropic non-uniform solid all possible 
directions of deformation are equivalent while its mate rial properties vary from 
particle to particle. 

For steady NUEM defined by Eq. (2.3), after introducing Eqs. (2.7), (2.8) into 
Eq. (3.1) and taking into account the properties of tensor exponentials, i.e. 

(3.2) 

we arrive at 

00 

00 1 
expA = L -,An, 

n=O n. 

(3.3) T(X, t) = 1-l "(exp( - 2sL(X)), exp(2tL(X)), X) = h (L(X), ll(X, t) , X), 
s=O 

where h denotes an isotropic function of the tenso r arguments. In particular, 
instead of L(X), the first Rivlin - Ericksen kinematic tensor A1 = 2L can be used. 
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Various reprtesentations of Eqs. (3.3) can be constructed in the usual way. For 
instance, we have 

(3.4) T(X,t) = a(L(X), X,I8 )I + a 1(L(X), X,I8 )B(X,t) 

+ B(X, (~3 1 (L(X), X, la)+ B2(X, t)P2(L(X), X, I a)+ a 2(L(X) , X, Ia)B2(X, t), 

where the material (tensor) coefficients depend on the velocity gradient L(X), 
the invariants of tensor n, and explicitly on the position X. 

4. Application to steady non-uniform drawing of materially non-uniform polymer 
fibres 

In the case of drawing of solid polymer fibres (cf. [3]), we may assume that, 
under a quasi-elongational approximation, the deformation gradient as well as 
the velocity gradient are of the form (2.1) and (2.6), respectively, with 

(4.1) 
V 

.X=­Vo, E: =In .X, 

. 
.X .X' 

[ = ~ = ~V = V', 

where V(z) denotes the axial velocity depending on the spatial position z, and 
the primes denote differentiation with respect to z . The possibility of replacement 
of the particle position X by its place in space x (or rather z) results from the 
assumption that the motion considered is steady; then the reference configuration 
can be chosen at the current time t. 

Under the above assumption, Eqs. (3.3) lead to the following stress difference: 

(4.2) T33 - T 11 = a(V, V'; z) = a1( /\ , .X'; z) = a2(c: , E: ; z). 

Thus, in the case of non-uniform drawing of solid polymer fibres, the correspond­
ing elongational stress may depend at most on the velocity and its axial gradient 
or on the strain and its time-derivative, respectively. 

It is worth noting that the constitutive equations desribing drawing processes of 
polymer fibres were also considered by COLEMAN [5]. He proposed the particular 
approximate form 

(4.3) T = r( .X) + {3(.X ).X'2 + 1 ( .X).X", 

where .X is the stretch ratio. A simple comparison of the above equation with ( 4.2)2 
shows that our equation is pretty general since it admits arbitrary dependence 
on .X and .X', and explicitly on z . Equation (4.3), however, shows a particular 
dependence on .X' and moreover on .X". 
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5. Conclusions 

The concept of non-uniform extensional motions (NUEM) of materially non­
uniform simple locally isotropic solids leads, in the case of steady motions, to the 
constitutive equations in a form of isotropic function of the deformation gradient 
and the velocity gradient, depending explicitly on the position of a particle. 

For drawing processes of solid polymer fibres, a simplified form of the consti­
tutive equations depending on the velocity, its axial gradient and the place along 
the fibre axis may be very useful. 
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Outlooks in Saint Venant theory 
Part II. Torsional rigidity, shear-stress "and all that" 
in the torsion of cylinders with section of variable thickness 

F. DELL' ISO LA and L. ROSA (ROMA) 

WE EXTEND the perturbative procedure developed in (7) to the case of Saint Venant Cylinders with 
sections of variable thickness. In this way we are able to generalize the Kelvin and Bredt formulas 
for torsional rigidity of open and closed sections, respectively. We recover all the results available in 
technical literature. In particular we deduce an explicit analytical expression for warping function in 
the cases of open sections of triangular shape [ 17] and of the closed section studied us ing numerical 
methods by WANG (1 8). 

1. Introduction 

IN A RECENT PAPER [7] the authors tried to use a "perturbative development" [5] 
to generalize the well known Bredt formulas in the theory of thin hollow elastic 
beams. This development is possible for sections of the Saint Venant Cylinders 
(SVC) constructed from a given curve (the mean curve) as the union of its ho­
motopic curves. The perturbation parameter £ is related to the thickness of the 
sections. However in [7] the particular homotopic transformation used a llows only 
for the consideration of sections of constant thickness. 

Here we want to overcome this limitation by generalizing the results found in 
[3] and use a similar procedure, but allowing the homotopic transformation to 
shift along the normal and the tangent directions bo th depending on the curvi-
linear coordinate along the inner curve of the sections. . 

We recover all the classical formulas found by BREDT [1] (see also VLASov 
[2]) considering terms of first order in £ in the development. The new procedure 
we propose in the present paper is general enough to be applied, for instance, 
to SVC whose doubly connected cross-sections are bounded by ell ipses, the case 
being out of the scope of applicability of the previo us ones. In this way we can 
check our perturbation method on the exact solutions (available in the literature, 
see [4]) of Saint Venant torsion problem for the homothetic e lliptic cross-sections. 
Moreover, we can give an approximate expression for the warping field in the case 
of the tubolar section of WANG (cf. [18]) and for the thin isosceles triangle [17]. 

For the reasons expounded in DELL'IsoLA and RUTA [7] we choose to state the 
Saint Venant torsion problem in terms of the Prandtl stress function <P. 

Le t V be the cross-sectio n of the SVC, and let us distinguish two cases: 
closed sections and open sections. In both cases D can be represented as fol-
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lows: V= V1 \V0, where Vi, i = 0, 1, are simply connected domains, V 0 c V1 
and 8Vo n 8V1 = 0 but, in the case of open sections we have Do = 0. 

Prandtl function ljJ is the solution of the following elliptic boundary value 
problem: 

(1.1) 

t1 ljy + 2 = 0 in V c ll, 

ljJ = 0 on avl ' 
ljJ = ~ on fJVo, 

f "V l/J • n = -2Aav 0 • 

aDo 

Here ll is a plane, t1 is the Laplace operator, "V is the gradient operator, n is 
the outer normal of the domain Vo, and A a'!Jo is its area. The value of ljJ on fJVo, 
~. is an arbitrary constant to be determined from the integral condition (1.1)4. 

We will assume that the Prandtl function ljJ [6] can be expanded in terms of t: : 

00 

(1 .2) 4Y = 2:: 4Yktk 
k =O 

in this way we get a hierarchy of ordinary differential equations for the coefficient 
l/Jk. which allow us to generalize the well-known Dredt formulas. 

Once we have found the expansion for the Prandtl function, we can calculate 
the corresponding one for the torsional rigidity R, the warping w and the tangent 
stress t using the following formulas [8, 9, 10]: 

R = 2G j l/J + Aav0~, 
VI 

(1.3) 
"Vw(y) = -T (*"V l/J(y) + *(Y- o)) , 

where o E ll, * is the 1r /2-rotation operator in ll, y E V, G is the modulus of 
elasticity in shear and r is the angle of twist. 

To this end, we will try the formal expansions also of all the other quantities 
appearing in the Saint Venant torsion theory in terms of the small parameter t: 
(for an accurate analysis of these slightly heuristic procedure see NAYFEH [5]): 

00 00 

(1.4) w(s, z) = L wn(s, z)cn, t(s , z) = L tn(s, z)t:n, 
n=O n=O 

thus obtaining, in a very straightforward manner, all the known formulas of the 
technical theories as terms of the first order in c. We can find all the terms of 
higher order in t: and here we quote the next non-zero corrections to these. 
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2. Families of cross-sections 

Let Fo : [0, l] -+ II be the curve of equatio n 

(2.1) ro: s ~--+ ro(s). 

We will consider two cases: closed sections and o pen sections. In the fi rst case 
we identify the two extrema 0 "' l (we will identi fy s with the a rc-length of the 
curve r 0 , thus l will be the length o f Fo). 

Starting from Fo, we will consider a family of domains, parameterized by E. 

The do main D~ is obtained as the union of the curves Fz: s E [0, l ] -+ II , with 

z E [0, 1], z-lif ted from Fo by the scalar fi elds (61,62): (!.x = d~~)) 

(2.2) r(s, z) = ro(s) + ZE (6t (s )ro,s - 62 (s ) tro,s(s )) , D.: = U (Fz) . 
zE(O, l ) 

In th is way {)V := r 0 U r 1 fo r closed sections while, of course, in the case of open 
sections we cannot obtain, by means of this procedure, the whole boundary o f the 
do main D because we loose the edges z-!ifted from the two dist inct points 0 , l . 

Fo r these reasons we must assume that fo r open section the expansio n is valid 
only far away from the ending edges. T he expansion we obtain in this paper 
is an "outer" expansion to be matched with an " inner" one (see NAYFEH [5]) 
accou nting fo r some edge effect. 

We can think of 6(s) = .j~6?_+_6_i as of a thickness of the section in the point 

of coordinate s measured along r0 , a nd we will ca ll (Fo , 61 (s ), 62(s )) the "shape" 
of the section. 

In the fo llowing we will consider the cylinder of section V = V 1 \ Vo whose 
boundary is {)V = r0 U F 1. r0 is a closed curve fo r closed SVC sections and an 
open curve fo r open SVC sections. In the la tter case we have Do = 0. 

Considering the coup le (s, z) as a coordinate system on D.:, we get the fol­
lowing holono mic basis (when not necessary we o mit the explicit s -dependence 
of the various functio ns) 

(2.3) 
er(s, z ) = ~: = ro,s (1 + ze (6t,s + 62,s A-)) + ZE * 1'0,s(](61- 62,s ) , 

(K (s) is the curvature of 10, i = 1, 2) and the fo llowing metric-tensor: 

. . 1 ( e2(6r + 6i} 
(
2

.4) g'J = g - (E6t + ze2(6t 6t,s + 6282,s )) 

- (e6J + ze2(6t6 t,s + 6262,s)) ) 

(1 + u (6t,s + J( 62))2 + z2e2(62,s - ]{ 6t,s)2 ' 
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where g = € 2 [ez (sl s2,s- sl ,ss2 - f{(Sr + si))- s2r is the determinant of the 
metric tensor. 

For the sake of completeness we quote here the expression of the gradient 
and Laplacian that will be used in the following [11 , 12]: 

(2.5) 

{ ihj} are the Christoffel symbols, i,j, h = 1, 2; x1 = s, x2 = z . 

3. Formal expansion of the Prandtl function 

Using (1.2) and (2.5)2 Eq. (1.1) becomes: 

00 

(3 .1) L { €n A<Pn,zz 
n=O 

+ [ n+l (Bt <Pn,z + B2<Pn,zz + B3<Pn,sz ) 

+ €n+2 [Ct<Pn,z + C2<Pn, zz + C3<Pn,s + C4<Pn,sz + Cs<Pn ,ss] 

+ €n+3 [Dt <Pn,z + D2<Pn ,zz + D3<Pn,s + D4<Pn,sz + Ds<Pn,ss ]} 

= - 2.:2 [.:z (o182 ,s - 81,s82 - K(or + Si)) - 82]
3

. 

Here 

A= -S2, 
B1 = K(or - si) - 2s1o2,s, 

B2 = zSI s2,s - 3zS2Sl,s - 3z f( si - zA' s?, 
B3 = 2S1S2, 

c1 = z ( -2J(2(ors2 + oi)- 1\· cs?sl,s + 3oiol,s + 2c5 ls2s2,s)- 2s1 s1 .• s2 .• - 2s2sL 

- K,s (s? + S1Si + SrS2, ss + SiS2,ss)), 

C2 = z2( -3K2S2(Sr +Si) - c5 I,sK(2c5t - Mi) + S1,s( - 3c5l,sc52 + 2Stc52,s) 

+ 8282,s ( 4c51 J( - c52,s )) , 

C3 = 81 (2s1S2,s - SfK - c5iK - 2S2S1,s) , 

C4 = 2z (s?K + 818iK + 2c5lc52Sl,s- c5fc52,s + c5ic52,s), 



http://rcin.org.pl

OUTLOOKS IN SAINT VENANT THEORY. PART Il 757 

Cs = -o~o2 - o~, 

Dt = -z2 (or + oi) o[k3
- oiA"3 - 382oJ ,J\2 - 2oLK + 3ol o2,.K2 - 2oi,.K 

- (OtOJ,s + 8282,s) K,s + 8101 ,ss f( - O) ,ss82,s + 8202 ,ss/( + 81,s82,ss, 

D2 = z3 ( -8{ A"3 - 28~8iK 3 
- 8~A·3 - 38~8t,s82,1( 2 - 38~8t ,.K2 - 8~oLK 

- 38L8iK - 8L82 + 3of82,. K 2 + 381 8io2,. K 2 + 4oto28t,.82,s K 

+8t8L82,.- 38~8i,.K- 8i8t,.8L + 8i8LK + o1oL), 

D3 = z ( - 28t8L82 + 28~8l,s82,s- 28t ,s82,soi + 281828L + 8{1\,s + 28~oiK,s 

+ 8~ K,s + 8f828l ,ss + 81 ,ss8~ - 8f82,ss- 818i82,ss), 

D4 = 2z2 (8[K + oiK + 81,s82 - 8182,s) (8181 ,s + 8282,.), 

Ds = z (8~ + 82) ( -8~!( - 8~1( + 8182,s - 81,s82) . 

3.1. Closed section 

Noticing that (2.5)1 \1 </>· nlz=O = - ~~ <l>,s + 8~ </>,z and using (1.2), we get for 

condition (1.1 )4 

f= £n f { -£ ~I </>,s + ; </>,z } = - 2£Ao. 
n=O ~ 2 2 

(3.2) 

In this way we get for the first three terms of the £-expansion of the Prandtl 
function: 

</>o,zz (z, s) = 0, </>o(O, s) = <i>o , 

</>o(l , s) = 0, ! 1-
82 <l>o = 0, 

ro 

<l>t,zz(z, s) = 0, 

(3.3) </>t (l , s ) = 0, 

A</>2,zz + B t</>l,z = 28~ , 

<1>2(1, s) = 0, 
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Solving Eqs. (3.3) we get 

2Ao 
</>o(s, z) = 0, </>1 (s, z) = fo(1 - z ), 

(3.4) 

<h(s,z) = (
1 7o z) {f b2 - ~: f J} + (z2 - z) 2~0 {1- 2bi}. 

ro ro 

3.2. Open sections 

In this case we have (up to c4 ) 

</>o,zz(z , s) = 0, 

</>I,zz(z, s) = 0, 

</>o(O, s ) = 0, 

<I> I(O , s) = 0, 

</>o(1 ,s)=O, 

</> I(l ,s)=O, 

(3.5) A </>2,zz = 2oL </>2(0 , s) = 0, </>2(1, s) = 0, 

A </>3,zz - B1 </>2,z + B2 </>2,zz + B3 </>2,sz = 6.:bi [b2b1,s- b1b2,s + A.(bi + bf)] , 

</>3 (0, s) = 0, <1>3(1 , s) = 0, 

fro m which 

(3.6) 
</>o = 0, </>1 = 0, </>2 = bi(z - z2), 

1 3 1 2 
<1>3 = 6g(s)(z - z) + 2 f( s)(z - z), 

with the following notations: 

4. Torsional rigidity, warping and shear stress 

Using formulas (1.3) and the expansio ns (1.4), we obtain the following results. 

4.1. Closed sections 

(4.1) 

Ro = 0, Rl = 4CAfi 
Io , 
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For the warping 

(4.2) 

and finally for the tangential stress 

to(s ,z) = (~ ~) = ( 2 1 Io o) 
Gr Gr ' Gr 

1 0 82 ' ' 

(4.3) ( ~~ , ~~) = ( 2 ~: [J / 2 + z(6, 61,, - 616, ,,)] + 6,(2z - 1) 

+ 02
1

10 {f bz - ~~ j J}, 281Ao ~~ ) . 
ro ro 

The values Rh w 0 and t0 a re the usual ones quoted in the literature [14, 15, 
16]; they are due to BREDT [1] . We emphasize that for the rather general cross­
sections considered here, the first non-zero contribution to the z-compo nent of 
the shearing stress is of the first order in E. This means that the procedure pro­
posed by Bredt in deducing his formulas (in which this z-component is assumed 
as vanishing), cannot be applied fo r the sectio ns considered in the present paper, 
being valid only for the class of sections dealt with in [7]. 

4.2. Open sections 

We find for the torsional rigidity: 

Ro = 0, R 1 = 0, 

R3 = ~ f oi, 
ro 

(4.4) R4 = 
1
1
2 
f { oi [b1 ,sb2- Dz,sbl + l\'(bf + oi)]} 

ro 
1 j ( g(s)) -

12 
bz f( s) + T . 

ro 
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For the warping 

(4.5) 

wo(s, z ) 
T 

s 

= - j ro x ro,s ' 
0 

and finally for the tangential stress 

to(s , z ) = ( ~ toz ) = (O O) 
Gr' Gr ' ' 

(4.6) 
Gr 

(~ !.!.:..) = 
Gr ' Gr 

( -8z(l- 2z ), o) . 

As in this case we do not consider the efTect due to the "short ends" of the 
section, it seems reasonable that there is no inO uence of the edge afTect up to the 
fourth order, at least in connection wi th torsional rigidi ty, but this needs more 
investigation. 

5. Conclusions and perspectives 

In this final section we consider some applications of the resul ts fo und in the 
previous ones. The first application concerns the to rsion o f a section bounded by 
two ellipses: in particular we find the expressio n fo r to rsiona l rigidity available in 
the litera ture for sections bounded by homothetic ellipses. As a second applica­
tion we find the warping field for a section scudied by W ANG [18] (who used a 
rather sophisticated numerical method): we are able to supply a simple explicit 
polynomial perfectly matching his numerical results. 

Finally as a third application, we recover the results found in [17] concerning 
torsion of the cylinder whose cross-section is an isosceles triangle, under the 
assumption that its base is much shorther than its alt itude. 

5.1. Section bounded by two non·homothetic ell ipses 

Let V be the section enclosed between two non-hornothetic ellipses Fo and 
rl whose parametric representations are, respectively: 

(5.1) 
ro : [0,27r] -+ n , 1' 0 = (a cos cp, bsin cp), 

r: [0, 27r] -+ fl , r =(kacos cp, (k+q)usin cp); 
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we get for the torsional rigidity 

Rt = 2G 1ra3b3 Cj_ , 

761 

(52) p 

. R - G 3b3q2 {2(b2- a2)(1 - k)(1 ) 2 2 [b2 a2(1 - k) l} 
2 - 1ra - + c + a + c - - -::-:-:--'------'-c-:-

p2 q 2 2(k + q - 1) 

With c = and p = a2 
- b2 + c . . Jq+k - 1 [(b2 -a2)(k - l)+b2ql 

k-1 k +q - 1 
When q ~ 0 we find 

a3b3(k - 1) 
Rt = 47rG 2 &2 , 

a + 
(5.3) 

in agreement with the well-known (exact) fo rmula. 
We observe that for fixed a, b and k, the ratio R2/ R1 is a function of q. 

Choosing a= 4, b = 2 and k = 1.3 we get 

R2(k - 1 )2 
<'J 2 3 4 . 

(5.4) Rt(k _ 
1
) - 0.135 + 0.292q - 0 .09lq + 0.122q + O(q ), 

. R2(k- 1)2 

so, for example, w1th q = 0.2 we fi nd R, (k _ 
1
) ::::= 20%. 

5.2. The wa rping field for a fla ttened tube 

The e fficiency of o ur asympthotic expansion is he re tested on a sectio n which 
is not thin and which was studied by W ANG [1 8] using numerical methods. Fo r a 
discussio n of the limits of the present fo rm o f our expansion we refer to [19]. We 
consider the linear (in z coordinate) te rms appearing in the first fo ur terms o f 
the asymptotic expansion fo r warping, calculated in the particular case examined, 
thus fi nd ing: 

r ( 9- 3(8 ! 31r ) ) (8 : 31r) - ~(1 - z) sin(2s), if sE (0, 1r / 4) , 
w 

[C4s - 4 - 7r ) (384 + 801r- 277r2 + 384z + 2887rZ + 547r2z)] 
48(8 + 37r)2 (5.5) 

w - = 
r 

if sE (7r/4, 1 + 7r/4). 

It is very easy to check that th e contour plots we produce exactly coincide 
with those given by Wa ng. Because th e (s, z) coordinate-system is meaningfu l also 
outside the sectio n a nd beca use the Prand tl and warping functio ns are determined 
as elementary functio ns of these coordinates, they can be extended outside of the 
section. Thus we have a hint about the form o f warping fo r larger sections. The 
scale is immaterial for the ell iptic problem determining warping (see [4]). 
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z 

FIG. 1. The figure shows the iso-warping contour lines for the flattened tube studied in [18). 

5.3. Warping field of thin triangular cross-sections 

It is easy to generate the triangula r cross-section considered on page 74 of 
[17] using the fo llowing values o f 81 and 82 expressed as functio ns of the altitude 
C and basis h o f the triangle: 

(5.6) 
2(h /C)2 

8r = s 4 + (h /C)2 ' 
4(h/C) 

82 = s 16 + (h /C)2 . 

Using formulas ( 4.5) we p rove the validity of assumption (1.3) p . 6 (1 7] at the 
fi rst o rder of the rat io h/C. The warping fi eld we find at the same order is given 
by: 

(5 .7) w(s, z) = 82 (~ _ z) 4h/C . 
T 2 16+(h/C)2 

It is easy to see that E q. (5.7) coincides with fo rmula (2.19) on p. 75 of (1 7] modulo 
a rigid mo tio n. 

5.4. Conclusions 

Finally we want make a few comments o n the results obta ined . D espite the 
fact that our procedure is rather general, it is no t capable of reproducing the most 
general cross-section. M aybe this task can be solved by means of the Conformal 
Mapping Theory [20]. 

In [1 9) are studied some cases in which the proposed expansion does no t 
converge. Therefore - assuming that before diverging the expansion seems to 
approach reasonably the solution - a regularizing method seems to be necessary 
to increase its scope of applicabili ty. 

On the other hand - from the mathematical point o f view - our results seem 
to open some inte resting estimatio n problems which most likely can be solved 
using the methods of the papers [21, 22]. 
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The stationary Stokes flow through a spherical region 
with large variations of density and viscosity coefficient 

Z. PLOCHOCKI, B. KAZMIERCZAK 
and Z. PERADZYNSKI (WARSZAWA) 

W E ARE INTERESTFD in flows of a fluid whose density changes abruptly after entering a certain 
region in R3. Flows of this kind may be useful in modelling such phenomena as propagating 
flames. Assuming that the region is a ball we find a closed-form solution for the flow homogeneous 
at infinity in the Stokes approximation. It is compared with the analyt ical solution in the Euler 
approximation. Such solutions can also be used as a test for numerical algorithms solving the flow 
equations. 

1. Introduction 

FoR GAS SYSTEMS with strong local heat sources (e.g. flames, laser-generated or 
sustained plasma) there arise at least two important problems concerning the 
influe nce of a gas flow on heat exchange processes, and velocity of propagation of 
the hot region front. In general, such problems are complicated. H owever, simple 
hydraulic models of a gas flow through a region with la rge density variations based 
on analysis of particular solutions, afTer some possibilit ies o f simplifica tion of such 
problems. 

The first such a solution was pro posed by GUS'KOV et al. [1] as an attempt 
to study the propagation of plasma front in case of laser-genera ted plasma. The 
au thors considered a stationary, homogeneous at infinity, inviscid (the Euler ap­
proximation, i.e. Re ---+ oo) gas flow through a spherical region. The density o f 
the gas is assumed to be constant outside, and also constant but much smaller 
inside the sphere. The gas is therefore assumed to be incompressible outside and 
inside the sphere. Such assumptions allow to find an analytical solution of the 
problem (by dividing the whole fl ow region into two subregions, finding solutions 
to the continuity and Euler equations separately in each of them, and then by 
matching these solutions by means of continuity conditions for densities of mass 
and momentum fluxes at the surface of the sphere). 

Next, Z. P ERADZYNSKI and E . Z AWISTOWSKA [2] treated numerically the same 
problem for a difTerent Reynolds number, assuming however constant viscosity 
coefficient in the whole flow region. 

The aim of the present paper is to find an analytical solution of this problem 
in the Stokes approximation (Re ---+ 0) and to compare it with the analytical 
solut ion of the problem in the Euler approximation, and also with the numerical 
solution mentioned. 
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2. Statement of the problem 

Consider a stationary gas flow th rough the spherical regio n of radius R. The 
density of the gas is assumed in the form: 

(2.1) 
(] = .Qint + (ecxt _ (] int) JJ (r _ 1 ), 

where (]int and (]ext are constants representing the gas density inside and outside 
the sphere, respectively; II (x - x0 ) is the Heaviside function; and r stands for 
the dimensionless r -coordinate in the spherical coordinate system (as referred to 
the radius R). The density variation may be though t as generated by a constant 
high temperature field inside the sphere and (relatively) low (and also constant) 
temperature field outside. In such a case, also the viscosity coefficient should be 
assumed in the form: 

(2.2) 
T]cxt 

E = _ // 1 
'1 int "" ' T] 

where TJint and TJext are constants rep resenting the shear viscosity coefficient of 
the gas inside and outside the sphe re, respectively. Since for an ideal gas .Q oc 1/T 
and 17 oc ..;T, therefore for a gas, which can be approximately treated as an ideal 
one, we have 

(2.3) 

The flow at infinity is assumed to be homogeneous. At the sp here surface 
there are no mass and momentum so urces. 

In order to find the solution to this p roblem, the method of divid ing the 
whole region into two subregions is appl ied. Then, the governing equations for 
the interio r o f both subregio ns, i.e. for r < R and 1· > R, are: 

Y' ·v = 0, 

where v and p stand for the velocity vector and pressure, respectively. By intro­
ducing the spherical coordinate system 1·, r.p , () (with z-axis directed alo ng the fl ow 
velocity at infinity and centered in the center of the sphere), these equatio ns can 
be rewritten in the following detailed form: 

(2.4) 
1 8 2 1 8 . 
2 !.)(r vr) + - . -() ~()(vo sm B) = 0, 
1' ur r sm u 
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~ _Q_ p = _!_ _Q_ ( r 2_Q_vr) + 1 !!__ (sin B_Q_v,.) 
1J fJr r 2 fJr fJr r 2 sin B DB DB 

(2.4) 
(cont.) 

2vr 2 cos B 2 fJvo 
- -- vo - --

1·2 1·2 sin B 1·2 f) () ' 

1 8 1 D ( 2 fJ ) 1 fJ ( . fJ ) VI} 2 fJvr 
ry fJB p = -:;: fJr r fJr vo + r sin B DB Sill 

8 fJB vo - r sin2 () + -:;: 88 ' 

where vr and vo stand for the r- and B-coo rdinate of the velocity vector, respect­
ively, and the axial symmetry of the flow has been assumed (i.e. v"' = 0). 

The boundary co nditio ns are assumed in the form: 

(2.5) 
{ 

Vr = V00 co~ B , 

r = oo : vo = - V00 Sill B, 

P = Poo , 

r = 0 : 

where V00 and Poo stand for the velocity modulus and pressure at infi nity, repect­
ively. In order to match the so lutions o utside and inside the sphere, the local 
conservatio n p rinciples of mass and mo mentum are used. The equatio ns, which 
express these conservation principles, are assumed to be valid in the whole space 
(i.e. - also at the sphere surface). Then the continuity conditions fo r the r -th 
coordinates of the flux density of mass and that o f mo mentum at the sphere 
surface read: 

r = R : [gv,.] = 0, 

(2.6) [ 
Dur ] p - 2 1]-.-
01' 

= 0, 

[ 77 ( Dvo _ vo + ~ fJ vr )] = O, 
Dr r r DB 

where 

(2.7) 

whe re, in turn, the superscrip ts ext and int refer to the o utside and to the 
inside o f the sphe re, respectively. 

3. Solution 

The solutio n of the p roblem expressed by Eqs. (2.4)- (2.6) is sought in the 
form: 

(3.1) 
Vr = V00 j(1· ) COS B, 

vo = - v00g(r) sin B. 
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Substituting Eqs. (3.1) into Eq. (2.4)1 one obtains: 

(3.2) 
1 I 

g = 27"/ + f , 

where prime denotes the derivative with respect to r . Substituting Eqs. (3.1) into 
Eqs. (2.4)2,3 and using Eq. (3.2) one obtains: 

1 &p (r + ~!') cosB, --- = 
'f/Voo &r 

1 &p 
- (~r2 !"' + 3r J" + 2!') sin B. --- = 

1]V00 aB 

Integrating the latter equation and substituting the result into the former equation 
we obtain: 

(3.3) 

(3.4) 

-
1

- p = C 1 + (~r2 !"' + 3rf" + 2f') cos B, 
1]V00 2 

r 3 J'v + 8r2 !"' + 8rf"- Sj' = 0, 

where C 1 is a constant. The general solution of the la tter equation is: 

where C stand for constants. Thus, according to Eqs. (3 .1) - (3.3) the solutions of 
Eqs. (2.4) outside and inside the sphere, which sa tisfy the boundary conditions as 
expressed by Eqs. (2.5), may be written in the form (all the constants occuring 
in the formul ae describing the flow in the Stokes approximatio n will be denoted 
by tilde, to distinguishing them from the analogous constants in th e case o f the 
Euler approximation, which will be discussed la ter): 

r 
r := R > 1 : 

1]CX!V jj 
7/xt = 1~ + ~-cos(} 

oo R r2 ' (3.5) 

r r ·=- < 1 · . R . v~nt = V00 (iJ + Cr2) cos B, 

v~11 = - v00(JJ + 2Cr2) sine , 

- 77extVoo lOG = E + --- --rcosB. 
R £., 
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The constants A, B, C, i5, E have to be determined from the continuity 
conditions as expressed by Eqs. (2.6). I n fact, substituting Eqs. (3.5) into Eqs. (2.6) 
we obtain the following set of equa tions for the constants considered: 

1 + i5 - 2A = cu(n + C), 

E = Poo ' 

- - 2c 
D - 4A = -, 

cry 

- c 
2A = - -. 

c,1 

It follows immediately from the la tter two equatio ns that 

(3.6) 

and therefore: 

(3.7) 

and 

(3.8) 

i5 = 0 ' 

1 - 2A = ce(ll + C), 

- c 
A = --

2c11' 

E = Poo · 

It is seen that we have two equatio ns for three constants: A, jj and C. 
Thus, in order to obtain a unique solution we should adopt an additional 

condition, and the continuity condi tio n of the tangent component of velocity at 
the surface of the sphere (r = R) is assumed: 

(3.9) [vo] = 0 (r = R), 

which leads to the following additional equation: 

(3 .10) 1 + ;1 = n + 2c. 

From a formal point of view the problem of an additional constant of integra­
tion, for which there is no suitable co ndition, fo llows naturally from the applied 
method of dividing the whole f1ow regio n into two subregions. From the physical 
point of view the assumption expressed by Eq. (3.9) may be argued as follows. The 
expression in [ ] in Eq. (2.6)3 represents the rB-coordinate of the momentum 
flux density, which should be a continuous function in the whole f1ow region (in 
particular - at r = R). The quantities: TJ, v,. , v0 are assumed to be limited. If the 
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function v8 was discontinuous (as a function of r-) at r = R, then this coordinate 
of the momentum flux density would be singular at r = R, and this singularity can 
not be compensated by discontinuities of the other terms. It would denote, that 
at the boundary between subregions there are some momentum sources (surface 
tangen t forces), which are absent by the assumptio n. Short discussion of the as­
sumption considered, which is based o n the properties of a weak solution of the 
flow equations in the Stokes approximatio n, is presented in the Appendix. It may 
be treated as a formal support for the continuity condition expressed by Eq. (3.9). 

Now, solving Eqs. (3.7) and (3.10) we obtain: 

(3.11) 

A = 1 - c(! 
2 + E:(! (l + 2c,l) ' 

n = 3 + 4c:1)- 2c,)c(! 
2 + £(! (1 + 2 ['1 ) ' 

c = - 2£1) (1 - £(! ) 
2 + c-(! (1 + 2£,1) . 

Inserting the approximate relat ion £ ,1 ~ A into the above fo rmulae we may 
obtain the asymptotic expressions as c (! ---.. 0, namely: 

(3.12) 

- 1( 3) - 3( 4 ) 
A ~ 2 1 - 2c(! ' JJ ~ 2 1 + 3~ ' 

C ~ -~(1 - ~ce) ~ -~ . 
On the other hand, by putting c'l = 1 we obtain respectively: 

A= 
1 - [(! ~~(1 - ~£(!) , 2 + 3[(! 

(3.13) JJ= 
7 - 2 [(} ~ 2 ( 1 - 25 ) 
2 + 3£(! - 2 14 [(! ' 

C = -2 1 - £1] 

2 + 3[(} 
~ - (] - ~ c ) 2'-(} . 

Thus, Eqs. (3.5) with Eqs. (3.6), (3.8) and (3.11) represent the solution of the 
problem expressed by Eqs. (2.4)- (2.6), which is unique in the class o f functions 
specified by Eqs. (3.1 ). 

4. Results 

From the formulae given in the previous section one may obtain all the infor­
mation about the flow examined. Examples of two types of such an information 
will be presented. 
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FIG. 1. Streamlines pictures for the flow through the sphere in the Euler (the lower half) and 
Stokes (the upper half) approximations under the assumptions: cl) = ~. cu = 2.5 x 10-2• 

-----
- J - 2 

-------

·1 

--- .......... ----­~ 

F IG. 2. Dimensionless velocity (as referred to v 00 ) at the flow symmetry axis as a function of the 
d ime nsionless z-coordina te (as referred to R) under the same assumptions about c'l and cu 

as in the case o f Fig. l in the E ulc r (so lid line) and Stokes (dashed line) approximations. 

(771] 
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The information of the first type concerns the flow fields at a given Ee· As an 
example, value c;" = 2.5 x 10- 2 is assumed as a typical one for the laser-susta ined 
plasma. Thus, the upper half of Fig. 1 presents the streamlines pictures. Figure 
2 b (dashed line) presents the dimensionless z-coordinate of velocity: 

_ Vr VB . 
V z = - cosB- -stn B 

Voo Voo 

at the flow symmetry axis (B = 11", 0, respectively) as a function of dimensionless 
z-coordinate (z = (z/ R) cos B), under the same assumptions about c; 17 and c;" as 
above. Figure 3 presents the dependence of the dimensionless pressure difference: 

"""7\ 2P - P oo 
£....1]) = 2 

{!ooVoo 

on the dimensionless z-coordinate at the flow symmetry axis under the same 
assumptions about c; 17 and c;" as in the case of Fig. 1, where the Reynolds number 

TJoo 

plays the ro le of the scale factor only. 
The information of the second type concerns the characteristics of the fl ow 

considered as functions of Ee , as for example: velocity and pressure on the flow 
symmetry axis at the center and at the boundary of the sphere (Fig. 4 b, Fig. 5b )(I): 

E,.., = ~ E,1 = 1 

v;xt(1) = 1- 2A" rv 3 = zEo , 
rv 5 = zEe , 

v~nt(1) = jj + c rv3 ~ = 2 + Ee, 
rv 5 15 
= 2- 4 ["' 

v~nt(O) = B rv 3 
2 

rv 7 25 
= 2+ ~. = 2 - 4 Ee, 

(4.1) 
[ vz ] = 1 - 2A" - lJ- c ~ -~- ~. 5 25 

~ - 2 + 4 Ee, 
L.\pcxt(l) = O 

R e Fint(1 ) _ C - p - - -
20 € 11 

~ 1 - ~Ee, "' 1 5 = - 2Ee, 

L.\p int(O) = O 

[ L.\p] = -L.\p int(1 ) , 

(')Note that the part of the gas flux flowing through the sphere as referred to the fl ux incoming fro m 
infinity is given by v;''(l). 
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FIG. 3. Scaled relative pressure at the flow symmetty axis for E:') = ~. E: p = 2.5 X w- 2
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solid line - the Eulcr approximation: 2(p - Poo )/ (e oo v~ ), 
dashed line - the Stokes approximation: 2(p - Poo )/(eoov~)(Re)/(20). 

a) 

0.< ... '·' 
b) 

l .l 

•.. . .. 
FIG. 4. Depende nce of v.;"''(l) (solid line), v!"'( I) (dashed line) and v~"'(O) (bold line ) on e11 

for the flow through the sphere in the Euler (a) and Stokes (b) approximation 
under the assu mption: e'l = ~-

17731 
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O.l 
-......_ 

-......_ 

0 .2 ... ... . .. 
F IG . 5. Dependence of ~JJ "" (1) (solid line), ~/"'( t) (dashed line) and ~p ;"'(O) (bold line) on 

t:p for the flow through the sphere in the Euler (a) and Stokes (b) approximations under the 
same assumptions about t: TJ as in the case of Fig.3. 

where the first column represents the exact fo rmulae, the second one - the asymp­
totic formulae for small C: e under the assumption c;TJ = ~. the third one - the 
asymptotic fo rmulae for small C:e under the assumption c; TJ = 1; 

'!f;(l) := '!f; (B = 1r , r = R), 

'!f; (O) := '!f; (B = 1r , 1' = 0); 

and [ 'lj;] is defined by Eq. (2. 7). 
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5. Discussion 

The velocity field in the Stokes approximation is, from the qualitative point of 
view, similar to that in the Euler approximation (Fig. 1 ). It follows from the fact 
that the dependence of the velocity coordinates on r and B has the same structure 
in both approximations (Eqs. (3.5)1,2,4 ,5 with Eq. (3 .6)). However, quantitative pic­
tures in both cases are different (Fig. 2), because the integration constants A, B 
and C in the Euler approximation (they have no ti lde, fo r distinguishing) are given 
by different functions of cu· Namely, in the case of the E uler approximation they 
are the solutions of the set (the typing error in the sign is corrected): 

A= 2- cu-cuB 
4 + cu ' 

C = 3 - (2+ cu).ll 
4 + Eu ' 

3A(2 - A)+ 2(1 - 2A)2 = -cuC(3.ll + 2C) + 2£ 12 (.0 + e t 

Solving this equation set with respect to A, .a, C one may obtain the vel­
ocity cha racteristics in the Euler approximation analogous to those given by 
Eqs. (4.1)1_ 4 in the case of the Stokes approximation (number errors are cor­
rected) (Fig. 4 a): 

[vz] Eu = 1 - 2rl - fl- C ~ -v~01 (1)£t, 

where the same convention was used as in the case of Eqs. ( 4.1 ). 
Therefore, from the quantitative point o f view the velocity field in the Stokes 

approximation is remarkably different (especially inside the sphere) as compared 
to that in the Euler approximation. Generally, one may say, that viscosity forces 
(when they are dominating over the inertia forces) accommodate the flow, al­
though (inside the sphere) no t as much as it follows from the numerical results 
presented in [2]. For example, the (nondimensional) internal velocity (as referred 
to V00 ) On the z-axis for c 12 = 2.5 X J0- 2 increases parabollically from about 4.35 
at f = 1 to about 7.25 at f = 0 in the Euler approximation, whereas in the Stokes 
approximation (under the assumption: c11 = ~) it increases (also parabolically) 
from about 1.63 to about 1.78, respectively. 

Comparison of the analytical results presented here (under the assumption: 
c11 = 1) and numerical results presented in [2] fo r Re ___. 0 shows some differences 
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inside the sphere. The numerical results are lower and more weakly depending 
on z-coordinate. For example, the analytical formulae for the internal ( dimen­
sionless) velocity (as referred to v00 ) on z-axis for £ 11 = 2.5 x 10-2 give the value 
about 2.46 at r = 1 and about 3.40 at r = 0, whereas the values in [2] are about 
1.85 and 1.96, respectively. 

The pressure field obtained in the Stokes approximation has different struc­
ture as compared to that in the Euler approximation, although variations of pres­
sure are relatively small in both of them (Fig. 3). General difference in pressure 
behaviour is seen by comparing Eqs. (3.5)3,6 (with i5 = 0) and the following 
formulae for pressure given in [1 ]: 

ext QV~ A { ( A ) ( A ) 2 } PEu = Poo + - 2- r 3 - 2 + r 3 + 3 2 - r 3 COS () , 

p~~ = Po + £ 11 °~~ Cr2 
{ B + Cr2

- (3B + 2Cr2
) cos2 ()}, 

where 
1 

PO= Poo - 20ooV~ { A(2 + A) + E 11C (D + C)} . 

Using these formulae one may obtain the pressure characteristics in the Euler 
approximation analogous to those given by Eqs. ( 4.1 )5_ 8 in the case of the Stokes 
approximation (Fig. 5 a): 

-ext( ) ( ) "' 3 L1p 1 Eu = 4A 1 - A = 1 - S£11 , 

L1pint(l)Eu = - {A(2 + A) + £ 11C (31J + 2C')} ~ ~- ![~, 

L1pi
11
\0)Eu = - {A(2 + A)+ t: 11C (D + C)} ~-~ +~I[~, 

[L1p] Eu = 3A(2 - A)+ t: 11 C (3D + 2C') ~ ~ + ![~, 
where the same convention was used as in the case of Eqs. (4.1). 

Appendix 

Below we will show that, if a weak solution to the conservation laws exists, then 
the tangent component of the velocity must be continuous. In a Cartesian system 
of coordinates the conservation laws fo r mass and momentum can be written as: 

(A.1) 
\l·(gv) = 0, 

\l ·a; = 0, 
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where ai is the i-th row of the matrix 

a .. - - ' ··p + >. ' ·V' ·v + 1] (_!l._v· + _!_v·) ,1 - u,1 u,1 D , 0 1 , 
Xj Xj 

17 is a shear viscosity coefficient, >. = ( - 2

3
77 and ( is a bulk viscosity coefficient. 

Weak formulation can be obtained by multiplying the Eq. (A.1) by smooth test 
functions and formal integration by parts. Thus, for given fl, 17 and ( we say that 
Vi E L?oc' i E { 1, 2 , 3}, and a distribution p E V' satisfy the system (A.1) in the 
weak sense, if for all C0 (R3) functions 4J and 1/Ji, i E {1 , 2, 3}, we have: 

L j f1Vi4l,i d x = 0, 
(A.2) t 

L j aij1/J,j d x = 0, 
J 

i E 1, 2, 3, 

where the integrals are taken over R3. Still, the integration in (A.2)1 must be 
understood as action of a distribution o n 1/Jj , because a ;j is a combination of 
derivatives of the co mponents of v and they are, in general, discontinuous. At 
the beginning let us assume that 17 and ( are smooth functions. For the sake of 
brevi ty, let us assume that the boundary dividing the regions of different f1 is a flat 
surface, e.g. the plane x3 = 0. (In the case o f smoo th though no t fl at boundary, 
the complication would be o nly technical: curvilinear coordinates and covariant 
derivatives.) Let us examine the equations fo r the components of a 1 and a 2. If 
we suppose, for example, that v1 is discontinuous while crossing the plane x3 = 0 
in the vicinity of the po int x = (0, 0, 0), then there exist bounded continuous 
functions A 11 (x ), A 1p(x) and A13(x) with A13(0) :f 0 such that: 

a13(x ) = 17(x )A13(x)8(x3) +{bounded terms} , 

all(x ) = >.(x)A11 (x)8(x3) + A1p(x)p + {bounded terms} , 

whereas a 12 is bounded. But then Eq. (A.2)1 cannot be satisfied for functions 'lj;1• 

1b see this, let us take for example 

'lj; , = x3w (}x3) w (}Jxi + x~) , 

where w(y) is a CQ'(R3) function such that w(y) = 1 for JyJ ~ 1, 0 ~ w(y) ~ 1 and 
w(y) = 0 for JyJ ;::: 2, and choose c sufficiently small. So, v1 must be continuous. 
In the same way we may prove that v2 must be continuous. When the tangent 
component of v is continuous, then the distributional sense of derivatives of the 
components of v retains its validity even fo r discontinuous coefficients 1] and >. 
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(while crossing the plane x3 = 0). Then, however, the p ressure p ceases to be 
well determined even in the distributional sense, since according to the equation 
(A.2)3: 

where Si are bounded, its singular part should be equal to the singular part of 
the expression (.\ + 217)v3,3. Thus it must be proportional to (.\ + 2·'7)8(x3) and 
the last expression is not a well determined d istribution (at the boundary surface 
X3 = 0). 
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Changes of temperature during the simple shear test 
of stainless steel 

S.P. GADAJ, W .K. NOWACKI and E.A. PIECZYSKA (WARSZAWA) 

lNVESriGATION of the simple plane shear of stainless steel was carried out. The stress-strain curves 
and the distributions of infrared radiation for various shear rates have been registered. 1Cmperature 
changes of the shearing paths were obtained on this ground. It was observed, that this temperature 
increases both with the increase of the deformation and the rate of shear. The capabilities of the 
used thermovision system allow us to notice the asymmetry of the thermal distribution of the shear 
paths caused by the macroscopic shear bands. Finally the results were compared with the results 
of numerical simulation, obtained for this kind of material deformed in adiabatic conditions. 

1. Introduction 

ExPERIMENTAL INVESTIGATIONS of the stat ic simple shear are in general limited to 
the analysis of mechanical curves [1 , 2, 3] and examination of the texture and 
microscopic pictures obtained for the material subjected to such deformation [3, 
4, 5]. Theoretical approaches concern the analysis of the shear testing under the 
isothermic or adiabatic conditions [3, 6, 8]. In reality, the process of shear is 
accompanied by the heat emission and its almost immediate transmission to the 
surroundings; that significantly influences this process. This means, that the ther­
momechanical coupling occurs in nonadiabatic conditions. There are no papers 
on that problem published up to now, where the results of the investigations of the 
thermomechanical coupling during nonadiabatic static shear would be presented, 
though such investigations were undertaken during dynamic tests [7]. 

In this paper, the investigations of the static simple plane shear in nonadiabatic 
conditions have been carried out. Their goal was to obtain the mechanical curves 
as well as the temperature distribut io ns in the shear areas. T he results obtained 
enable us to present the temperature changes o f the specimens subjected to 
the shear test with difTerent ra tes of deformation, as well as to describe the 
macroscopic shear band, developing at higher deformations. Finally, experimental 
results were compared with the results of numerical simulations, calculated for 
the model of elasto-plastic materia l deformed in adiabat ic conditions [8]. 

2. Description of experiment 

The investigations were performed on tlie specimens of stainless steel 1 H18N9T 
of composition: 0.076wt% C, 0.89wt% Mn, 0.45wt% Si, 0.02wt% P, 17.78wt% Cr, 
9.24wt% Ni, 0.48wt% Ti. The samples of dime nsio ns 30 x 42.3 x 0.5 mm, cut o ut 
fro m the same sheet, were placed in a specially designed grip (Fig.1), allowing 
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for replacing the compression by the simple shear. This grip was fi tted in the 
Instron machine. Construction of this arrangement practically eliminates sliding 
of the specimen in the grip and ensures that the process of shear takes place on 
two parallel shear bands (paths) of the specimen, of 30 mm length and 3 mm 
width (Figs. 1 and 2). A change of temperature of the surface of these paths has 
been observed. 

shear 
bands 

external part 

F 

I= : I= 
I 

specimen 

F 

FIG. 1. Project of the device for fixing the specimens. 

During the deformation, the load vs Instron's crosshead displacement, the 
load and this displacement vs time and the distribution of infrared radiation 
emitted by shear paths, were continuously registered. The infrared radiation was 
measured using the thermovision camera AGA 680 coupled with a system of data 
acquisition and conversion PTR WIN. 

In order to secure higher and more homogeneous emissivity, the surface of 
the samples was blackened with carbon powder. 

The shear tests were carried out with various, properly chosen rates of defor­
mation: 2.77·10- 3, 5.55·10- 3, 11.1 · 10- 3 s- 1. These rates should be high enough 
in order to provide the sufficiently high temperature increments, measurable by 
the used thermovision set. The mean-square error of temperature evaluation 
was 0.3° C. 

The system PTR WIN a llows us to obtain the thermovision pictures with 
various precision. A thermovision camera scans the examined object collecting 
the infrared radiat ion from its surface. During 0.06 s the camera creates an image 
called frame. A thermal picture of the frame contains few details but, in spite of 
that, it can be very valuable. Short time o f creation of these frames enables us to 
register more accurately the beginning of temperature changes of chosen areas 
of the object. An analysis of these temperature changes can be helpful for exact 
determination of the beginning of the process of shear or elongation. Four such 
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frames superimposed over each other create a thermal picture, obtained during 
0.24 s. This thermal picture is a basis fo r analysing temperature distributions 
of the examined surface. Such distributions can be presented in different units 
depending on the chosen curve of calibration. 

The PTR WIN software enables the user to obtain the following data: 
• the temperature distribution on the surface of the examined body, with the 

chosen grade of discrimination: both black and white and coloured, stored on 
hard disc of a computer; 

• the average temperature of the selected part of the picture, its mean-square 
error and the area of it; 

• the real time temperature evaluation at severa l chosen points (up to 10); 
• the temperature distribution along the line, arbitrarily chosen on the picture; 
• the digital form of the obtained temperature distribution, which enables its 

further processing by o ther software. 

3. Experimental results 

The time, force and the crosshead displacement, registered during investiga­
tions, allow us to determine the stress and strain fields and to contro l the rate 
of shear. The stress tensor, defined in the coo rdinates shown in F ig. 1, has only 3 
non-vanishing components: a 11 , a 22 , a 12 during simple shear. The single compo­
nent of the tensor of defo rmation is 1 = c12• 

It was assumed that, in the case of simple plain shear in static conditions, 
there is no change in the cross-section: SE = co nst (SE = aod, where a0 - width 
of the shear band, d- thickness of the specimen). Then the stress a 12 = F/SE 
and deformation 1 = L1l / a0, where L). [ - displacement of the grips of the device 
holding the specimen (Fig. 1 ). 

The distributions of intensity of the in frared radiation, recorded during inves­
tigation in digital fo rm, allow us to reconstruct thermal pictures (thermograms) 
of the specimens. The maximal sensitivity of the system, conditioned by the 12 
bit registration, is 0.01 o C. In F ig. 2 an example of thermogram of the shear zones 
of specimen, defo rmed at the rate of 11 .1·1 o-3s- 1, and registe red at the defor­
mation 1 = 1.59, is shown. A photograph of th e undefo rmed specimen fixed in 
the grips of the ho lding device is given as well. The thermovision camera was fo­
cused on the shear zones since the grips are rather thick (15 mm). The coloured 
temperature scale is concerned wi th these shear zones only. 

Because of the large mass of grips relative to the mass of specimen and be­
cause of the high heat conductivity of steel, there is a large temperature gradient 
in the direction perpendicular to the shear direction. The areas of maximum 
temperature are hence situated in the central part o f the shear paths (along the 
direction of shear). 
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The occurence of the stress components a 11 and a22 is caused by the condition 
a = ao = const (the internal and external jaw of the grip move parallely, as shown 
in Fig. 1 ). The existence of free edges of specimen x 1 = ±lo/2, where the nor­
mal stress component must vanish, induces the heterogeneity of the strain fi eld. 
However, it is assumed that this boundary region is small as compared to the 
length of the specimen. Theoretical considerations indicate that for ao/lo = 1/ 10 
(lo = 30 mm) this region covers a lmost 5% of specimen's length. An exam­
ple of the stra in field obtained numerically by the ABAQUS code for the steel 
1H18N9T, under the assumption of elasto-plastic adiabatically deformed material 
at the strain level 1 = 0.322, is shown in Fig. 3 A. Results of these calculations 
will be published in [9]. 

The disturbances of the stress and strain fi elds existing on free ends of the 
specimen during shear test are visible in the temperature distribution. The tem­
perature of these areas is higher tha n in remaining part of the specimen. This is 
easily seen in the initial stage of the process. At higher deformations this effect 
is difficult to observe because of la rge tempe rature increments of the shear zones 
and due to high heat conductivity of this steel. 

3.1. Temperature changes of the specimens subjected to various shear rates 

The temperature changes of the shear paths for three deformation ra tes were 
investigated. Taking advantage of PTR WIN, 5 points were marked in the central 
part of the thermogram of one of these paths, where the temperature seemed to 
be homogeneous (Fig. 4, le ft picture). The coordinates of these points and their 
temperatures at the end of the process are given below. The graph o f temperature 
evolution for these points during the shear time is shown on the right-hand side 
of Fig.4. 

The same approach was used for other ra tes o f shear. The averaged values of 
temperature obtained this way are presented in Fig. 6 A as a function of defor­
mation I· The process of shear is accompan ied by the increase in temperature. 
However, the temperature behavio ur o f the shearing specimen is a result of the 
heat emission and of its instan taneous flow to the grips; mo re particularly, that 
the used grips are solid, in comparison with the specimen. The temperature incre­
ments during shear test a re not proportional to the stress o f specimen. Looking 
at curves L1T(!) (Fig. 6 A) it can be noticed that for the deformation 1 ~ 0.3, an 
disorder in the monotonic tempera ture increase is observable, and an inflection 
point can be noticed. It can be rela ted to th e changes of the mechan isms o f de­
fo rmation at this stage of shear, however a full explanation o f this phenomenon 
requires further investigations. 

Figure 6 n presents the rela tio ns between the stress a 12 and the deformation 
1 , obtained for three shear ra tes. There are very small difTerences between these 
curves; the rate of deformation has no considerable influence on the mechanical 
characteristics of the materia l. Moreover, it is easy to no tice that a12(!) curves a re 
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shear bands 

FIG. 2. Photograph of the specimen inserted in the holding device and a thermogram showing 
the temperature distr ibution in the sheared areas. 
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FIG. 3. (A) - heterogeneity of the field of deformation on the free edges of the sheared areas at 
1 = 0.322 and (13) - stress distribution in the shear areas at 1 = 1.11 ; theoretical evaluation [9]. 
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F IG. 4. A thermogram obtained during the shear test of 1H18N9T steel (; = 1.60) and the 
temperatu re vs time for the chosen 5 points. 

FIG. 5. A thermogram of the zones of shear with the 5 segments denoted. At right - the 
temperature distributions along these segments. 
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smooth up to 1 ::::::: 70% . It gives evidence about the homogeneity of the process 
of shear in this stage of deformation. Then, the oscillating values of the stresses 
occurred, indicating the change of the character of deformation. 

A) 
12 

u 
~10 

Cl> ., ., 
Cl> 

8 .. 
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.9 6 
Cl> .. 
~ ..... 4 ., .. 
Cl> 
!:>. a 2 
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z 5 
.loll 
~ 

.. 4 
b 
:l .3 
" .. 
.: 2 1 - v = 11.1 • 1 o -J 1/s .. 2 - v= 5.55• 10-J 1/s ., 

.3 - v= 2.77• 10-J 1/s Cl> 1 ..c: m 

0 
0.0 0.2 0 .4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 
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FIG. 6. Changes in tempera tu re in the central part of the sheared path of the specimen made 
from I H18N9T- (A), and the mechanical characteris tiCl:i of this steel - (13); ob tained at various 

rates of shear. 

Summarizing the presented results (Fig. 6 A, B), it can be stated that there is 
a strong dependence of the temperature of shear paths on the shear ra te, while 
the differences between the mechan ical curves a re insignifican t. 

3.2. Development of the macroscopic shear ba nd 

It follows from theoretical considerat ions that, during the simple shear test 
at deformations higher than 70 -:- 80% , a localizatio n of the deformation, named 
the macroscopic shear band, appea rs. The macroscopic shear band develops at 
a certain angle to the shear path. Figu re 3 B presents a picture of this band fo r 
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1 = 1.11 shear deformatio n. The calculatio ns were made for the elasto-plastic 
model of the body, under the assumption of combined isotropic-kinematic hard­
ening and adiabatic process o f de fo rmatio n [9]. 

Suitable processing of thermal pictures reco rded during the shear test indi­
cates, that the phenomeno n o f localized defo rmatio n is no ticeable also in no nadi­
abatic conditions, in which the experiment has been conducted . For that purpose 
the following approach was adopted. 

O n the thermograms obtained in non-homogeneous range o f defo rmatio n 
(t ~ 1.50), 9 segments were chosen, intersecting the shear path perpendicular to 
the shear direction (Fig. 5). A coordinate x2 of the beginning of each sector was 
the same (Figs. 1 and 5). Alo ng these segments the distributions o f temperature 
were determined. The determinatio n of the temperature distributions was carried 
out in two approaches for each pa th, beca use the system PTR WIN enables us 
to obtain such distributions simultaneously for 5 segments only. 

An example o f the obtained thermograms wi th 5 marked segments and with 
the temperature distributio n determined along them, is shown in Fig. 5. E nds of 
specimens are characterised by the inhomogeneous stress and strain state and, 
moreover, the temperature distribution is there inOuenced by o ther facto rs than 
in the remaining area. Tha t is why these ends were o mitted in the analysis o f 
temperature distributio n. 

The procedure described above of obtaining the temperature d istribution was 
applied to both shear paths. Subsequently, these d istributions were approximated 
by the product of the exponential fu nctio n and the Gauss func tion (Fig. 7). Since 
the exact scaling o f th e distances was very d iflkul t, the coordinates of the points 
on the picture and the distances be tween them were given in relative units. 

In agreeme nt with the results obtained theoretically, the macroscopic shear 
bands of both paths obtained fo r the same specimen were d irected towards each 
other (Figs. 1 and 3 B). T hus, the symmetrical superpositio n of the po ints indicat­
ing the tempe rature maxima in both paths and calculat ion o f the mean value o f 
the coordinate x 1 fo r these po ints (deviatio n of the temperature maximum from 
the shear directio n) should e liminate a possible erro r caused by rotation o f the 
paths rela tive to the shear directio n. 

The positio ns o f po ints having maxi mu m temperature were fo und for each 
specimen sheared at the ra tes 5.55 . J0- 3 s- 1 and 11.1·10-3 s- 1. T hese positions 
were obtained for the defo rmations 1 = 0.63, 1.04, 1.59. Small temperature 
increments accompanying the shear ra te 2.77 ·1 o-3 s- 1 made it impossible to find 
the maximum of temperature. 

The results of calculat io ns obtained fo r extreme values of 1 , where the macro­
scopic shear band occurs, are shown in F igs. 8 and 9. T hese are the mean values 
for both paths. The coordinate system was taken according to the Fig. 1; the x 1 

axis - alo ng the shear direct io n, and the x2 a.xis - perpendicular to this direction. 
The positio n of maximum temperature, fo und for the segment lying in the middle 
of the path, was assumed as the origin o f the coordinate system. 
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FJG . 7. Approximation of temperature distribu tio n of the chosen sector by the product of the 
exponential and the Gauss functions. Accuracy of the measurement - 0.3° C. 
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F IG . 8. Posi tions of maximum temperature in shear zones o f the specimens at the strain rate 
5.55·10-3 s- 1• Dashed line indicates the posit ion of macroscopic shear band predicted by the 

theory (the direction of coordinate axes are given in Fig. 1 ). 

Fo r each po int, the statistical erro r of the determined position of maximum 
temperature was calculated (Figs. 8, 9). Its value depends on the relative error 
of the temperature determin ation and decreases in acco rdance with a decrease 



http://rcin.org.pl

786 S.P. GADAJ, W.I<. NowAc Kr AND E.A. PIECZYSKA 

0.04 .------------,------r-------, 
a Xz 
;$ 

a "9 0 .02 

a 
~ 3 0.01 

"' s. 

" "' ~ - O.Oi .. ... 
0 

§ -0.02 
:1 
ii 
0 

I 
I 

I 

r=1 .59 

')';0.63 

c. x, 
-0.04 -t-r..,-.,...,..,CTT,..,-m--rr,_,.,CTT,..,...m-.-r.,-,, 1CTTTrm...-rT'T"T"i 

-2 - 1 0 1 2 
Position o f sec tor 

FIG. 9. Positions of maximum temperature in shear Loncs of the specimens at the strain rate 
11.1·10- 3 s-•. The dashed li ne indicates the position of macroscopic shear band predicted 

by the theory (the direction of coordinate axes arc given in Fig. I). 

in the temperature error. Other, nonstatistical errors of this determination were 
not taken into consideration. 

The obtained values of the temperature maximum positions were approxi­
mated by the straight line x2 = mx 1 + n, where m, n- the calculated coefficients. 
Results of this approximation were marked by solid lines, whil e the dashed line 
shows the position of the macroscopic shear band found from the theoretical 
calculations [8]. These results indicate that the line describing the position of the 
maximum temperature is not a lways situated in the middle of the shear path. 

Table 1 shows the slopes, m, of the straight lines, obtained by the procedure 
described above, and the error, .dm., of its determination. The th eoretical value 
of m is 0.1. 

Table 1. The values of the s lope 111 for different shear strain levels -y. 

Shear rate 'Y = 0.63 'Y = 1.04 'Y = 1.59 

[s- '] 171 ~Ill 111 ~m 171 ~m 

5.55 · 10- 3 0.00624 0.00191 0.00979 0.00147 0.0220 0.0014 

11.1 ·10- 3 0.0120 0.0012 0.0136 0.0008 0.0212 0.0007 

Results presented in Figs. 8, 9 and in Table 1 indicate that the slopes m increase 
accordingly to the rate of shear deformation. 

The theore tical considerations [8, 9] were re lated to the shear rate 2. 77 ·lo-3s- 1• 

At such ra te, the position of the temperature maximum was impossible to deter­
mine in experiment. Besides that, in theoretical approach the macroscopic shear 
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band started and developed along the shear pa th. H owever, o ur results would 
rather indicate the change of the slope of th e macroscopic shear band with the 
defo rmatio n. Discrepancies be tween the theoretical and experimental investiga­
tions may be caused by the immediate flow of heat to solid grips. At small tem­
perature increments it can cause an e ffect of apparent change of inclination of 
the macroscopic shear band. Mo reover, larger slope of this band obtained fo r 
1 = 0.63 and 1.04 and observed at higher rate of shear, would indicate this type 
of effect (Fig. 10). 
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F IG. 10. The dependence of the coefficient m on the strain function -y. 

It is also possible that o ur experimental results are correct and that discrep­
ancies between the theoretical and experimental approaches are caused by de­
ficiency o f the theoretical model. This model does not take into account, fo r 
instance, the influence o f gradients of temperature o n the p rocess of shear. In 
o rder to clear up these do ubts, further studies and correlat ion of the invest iga­
tions of temperature evolut io n with the microscop ic observations, carried out at 
various magnificatio ns, a re needed. 

4. Conclusions 

Investigatio ns of temperature distributio n on the surface o f the shear paths 
confi rm the existence of the theoret ically p redicted fi elds of stra in heterogeneity. 
At the e nds of shear zones these heterogcneities a re man ifested by the increase 
of temperature, particularly no ticeable in the initia l stage of shear. As the de­
formation co ntinues, the line describing the positions of maximum temperature 
departs from the shear directio n. It gives evidence for the development of the 
macroscopic shear band, running along the specimen at a certain angle to the 
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direction of shear. Differences between the angles predicted by the theory and 
those observed in the experiment a re probably caused by the flow of heat to solid 
grips, by the influence of temperature on the process of deformation, and by the 
assumptions adopted in the theoretical model. Explanation of these divergences 
requires further investigations. 

Measurements of the temperature evolution in central parts of the shear pa ths 
indicate, that in the considered range of deformation, the temperature of these 
shear paths increases rapidly with the increase of the shear rate, in spite of the 
minor changes in mechanical characteristics. The disturbance of the monotonic 
increase in temperature observed at 1 ~ 0.3 can indicate the change of the 
mechanisms of deformation. However, this should be confi rmed by further inves­
tigations. Moreover, the shape of a 12(!) curves, obtained at higher deformations 
1 > 0. 7, gives evidence for the changes of the character of the process of de­
formation during the shear test. Up to the shear deformation 1 ~ 0. 7, these 
curves are smooth; at higher deformation, jumps of stresses occur, manifesting 
the heterogeneity of the process. 
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