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Abstract

This work aims to describe anisotropy effects on chemical reactions imposed
by the structure of liquid crystals. Photo-induced electron transfer reactions
of two kinds, namely intramolecular and intermolecular electron transfers, are
studied in order to observe the influence of the medium with and without
material diffusion. The first kind is studied using a donor covalently linked
to an acceptor molecule in many solvents. Two elementary models, based
on the Generalized Smoluchowski equation and on the Generalized Langevin
equation are applied to explain the time evolution of the fluorescence emission
during the adiabatic charge transfer. Once well characterized an attempt to
study the same system in liquid crystals is performed. On the other hand,
the intermolecular electron transfer reactions are studied using the florescence
quenching in the excited state. The charge shift and charge separation reac-
tions are investigated in two different chemical systems. The second reaction
has molecules resembling the moieties in the intramolecular electron transfer
study. Steady state and time resolved measurements are performed to track
the reaction kinetics. The reactions are first conducted in isotropic media at
different temperatures and viscosities to extract the electron transfer parame-
ters which are independent of the solvent. A set of diffusion-reaction models
with different levels of anisotropy has been developed as well as a numerical
method to solve the corresponding partial differential equations. Only the
model which introduces anisotropic diffusion and reactivity gives physically
meaningful values for all parameters entering the reactivity. It is therefore
shown how to adapt reaction-diffusion models able to accommodate any sort
of reactivity to complex environments.
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Streszczenie

Celem niniejszej pracy jest przedstawienie wpływu anizotropii, wynikającej ze
struktury ciekłych kryształów, na reakcje chemiczne. Zbadane zostały fotoin-
dukowane reakcje przeniesienia elektronów, wewnątrzcząsteczkowe i między-
cząsteczkowe, w celu określenia wpływu na nie dwóch rodzajów ośrodków, z
i bez dyfuzji materiału. Reakcje wewnątrzcząsteczkowe były badane w wielu
rozpuszczalnikach przy użyciu dawcy kowalencyjnie związanego z cząsteczką
akceptora. W celu wyjaśnienia zmiany czasu emisji fluorescencji podczas adi-
abatycznego przeniesienia ładunku zastosowano dwa podstawowe modele bazu-
jące na uogólnionym równaniu Smoluchowskiego i uogólnionym równaniu Langev-
ina. Po dokładnym scharakteryzowaniu tych reakcji podjęto próbę zbada-
nia podobnego systemu reakcji w ciekłych kryształach. Międzycząsteczkowe
reakcje przeniesienia elektronów zostały natomiast badane za pomocą wygasza-
nia fluorescencji w stanie wzbudzonym. Reakcje przesunięcia ładunku i sepa-
racji ładunku zostały zbadane w dwóch różnych układach chemicznych. Druga
z tych reakcji dotyczy cząsteczek przypominających grupy z badania wewnątrz-
cząsteczkowego przeniesienia elektronów. W celu śledzenia kinetyki reakcji
przeprowadzono pomiary czasowo-rozdzielcze oraz pomiary stanu ustalonego.
Reakcje zostały najpierw przeprowadzone w środowiskach izotropowych charak-
teryzujących się rożnymi lepkościami oraz w różnych temperaturach, aby wyo-
drębnić parametry przenoszenia elektronów, które są niezależne od użytego
rozpuszczalnika. Opracowano ponadto zestaw modeli reakcji-dyfuzji o różnych
poziomach anizotropii, oraz metodę numeryczną w celu rozwiązania odpowied-
nich równań różniczkowych cząstkowych. Jedynie model, który wprowadzał
anizotropową dyfuzję i reaktywność, pozwolił na otrzymanie wartości, o znacze-
niu fizycznym, dla wszystkich parametrów wchodzących w zakres reaktywności.
W związku z tym pokazano, w jaki sposób dostosować modele reakcji-dyfuzji,
tak aby mogły być one zastosowane do dowolnego rodzaju reaktywności w
złożonych środowiskach.
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List of Abbreviations

∆𝐺 Standard Gibbs energy of the electron transfer reaction

𝐸(𝐷+/𝐷) Oxidation potential of a donor which is the quencher

𝐸(𝐴/𝐴−) Reduction potential of a acceptor which is the fluorophore

𝐸00 Zero vibronic transition energy between the ground state and
the excited state

𝑉𝜎 Coupling matrix element for distance dependence reactivity

𝑤 Electron transfer reactivity

S Huang-Rhys factor from the Displaced Harmonic Oscillator
model, 𝑆 = 𝜆𝑞/~𝜔 where 𝜆𝑞𝑚 and 𝜔 are the reorganization
energy and frequency of the quantum mode, respectively.

𝜏𝐿(𝑇 ) Solvent relaxation time

F Faraday constant

e Electron charge

T Temperature in Kelvin

𝑛𝐷 Refractive index of a given solvent

𝜖 Dielectric constant of a given solvent

𝜂 Viscosity of a given solvent

𝜎 Contact distance

𝜆𝑠 Reorganization energy, it consists of inner-shell and outer-shell
reorganization energy, 𝜆𝑖 and 𝜆𝑜

𝑘𝐵 Boltmann constant

𝑁𝐴 Avogado number, 6.02x1023 mol−1

MW Molecular weight in g mol−1

PeDMA 3-(p-N,N-dimethylaminophenyl)perylene

Pe Perylene from SigmaAldrich, 99.5%, CAS 198-55-0, MW 252.31
g/mol
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DMpT Dimethyl-p-toluidine from AlfaAesar, 99.0%, CAS 99-97-8,
MW 135.21 g/mol

R6G Rhodamine 6G chloride from Lamdachrome, laser grade, CAS
989-38-8, MW 479.02 g/mol

DMSO Dimethylsulfoxide from AlfaAesar, HPLC grade, CAS 67-68-5,
MW 78.13 g/mol

Gly Glycerol from AlfaAesar, HPLC grade, CAS 56-81-5, MW
92.09 g/mol

DG Dimethylsulfoxide and Glycerol mixture

𝑥1 or 𝑥2 Molar fraction of glycerol or DMSO in DG mixtures, respec-
tively
x1 = 0 is for pure DMSO

5CB 4-Cyano-4’-pentyloxybiphenyl from TCI, 98.0%, CAS 40817-
08-1, MW 249.36 g/mol

MBBA N-(p-methoxybenzylidene)-p’-n-butylaniline

DNS 3,5-Dinitrosalicylic acid from SigmaAldrich, 98.0%, CAS 609-
99-4, MW 228.116 g/mol

KOH potassium hydroxide from SigmaAldrich, 98.0%, CAS 1310-
58-3, MW 56.11 g/mol

nHx normal hexane from SigmaAldrich, 99.9%, CAS 109-99-9

THF Tetrahydrofuran from SigmaAldrich, 99.0%, CAS 110-54-3

Abs. Absorption measurement

Ex. Excitation measurement

Em. Emission measurement

𝜆 Wavelength in nm

Pol. Polarization state

A Integrated absorbance from a specific band in a spectrum

BBOT 2,5-bis(5-tert-butyl-2benzoxazolyl)-thiophene from Lambdachrome,
laser grade, CAS 7128-64-5, MW 430.56 g/mol

C6H 2,3,5,6-1H,4H-Tetrahydroquinolizino-[9,9a,1-gh]coumarin from
Lambdachrome, laser grade, CAS 58336-35-9, MW 241.29 g/-
mol

C153 2,3,6,7-Tetrahydro-9-(trifluoromethyl)-1H,5H,11H-[1]benzopyrano[6,7,8-
ij]quinolizin-11-one from SigmaAldrich, 99%, CAS 53518-18-6,
MW 309.28 g/mol
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Chapter 0. List of Abbreviations

DCM 4-dicyanomethylene-2-methyl-6-(p-dimethylaminostyryl)-4-Hpyran
from Lambdachrome, laser grade, CAS 51325-91-8, MW 303.36
g/mol

𝐷0 Bulk diffusion coefficient

𝐷𝜌 Diffusion coefficient parallel to the director of liquid crystals
in nematic phase

𝐷𝑧 Diffusion coefficient perpendicular to the director of liquid
crystals in nematic phase

𝑣𝑥 and 𝑣𝑥𝑥 First and second derivatives of the potentail with respect to
variable x, index consists of r and 𝜃.

𝑛𝑥 and 𝑛𝑥 First and second derivatives of the population density with
respect to variable x, index x consists of t, 𝜌, z, r and 𝜃.

∆𝜃 Step size in 𝜃

∆𝐿 Step size in r for the decadian logarithmic space

𝑤0 Reactivity at contact

𝐿 Decay length of the coupling matrix element

𝑘(𝑡) Time dependence reaction rate coefficient

𝜅(𝑡) Time integrated reaction rate coefficient from 0 to time t,
𝜅(𝑡) =

∫︀ 𝑡
0 𝑘(𝑡′)𝑑𝑡′

𝑁𝑟 Number of points in r domain

𝑁𝜃 Number of points in 𝜃 domain

𝑚1𝑘 Band center of a given spectrum, the index k consists of A, X
and F and stands for absorption, excitation and fluorescence
measurements, respectively. It is calculated from first moment
of the spectral shape.

√
𝑚2𝑘 Band width of a given spectrum, the index k consists of A, X

and F and stands for absorption, excitation and fluorescence
measurements, respectively. It is calculated from second mo-
ment of the spectral shape.

S Order parameter

𝑃2 The second order of Legendre polynomial

𝐴𝑖 and 𝜏𝑖 Amplitudes and lifetimes obtained multiexponential fitting for
fluorescence decay curves

𝜑 Quantum yield of fluorescence

ISA Industry Standard Architecture
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TCSPC Time Correleated Single Photon Counting

IRF Instrument Response Function

S- or
P-polarization

S-polarization means a state perpendicular to the optical table
and P-polarization means the opposite.

FOG Fluorescence Optically gated technique

MSD Mean Squared Displacement

E(t) Collisions happen at a given time bin

𝑁0 Total collisions during the reaction time window

𝑁(𝑡) Survival population at a given time bin

ICM Interdisciplinary Center for Mathematical and Computational
Modeling, University of Warsaw

OD Optical Density

PET Photo-induced electron transfer

DC field Direct current electric field

WAT Wojskowa Akademia Techniczna or Military University of Tech-
nology

DMA N,N-dimethylaminophenyl

POPOP 1,4-Di[2-(5-phenyloxazolyl)]benzene

𝜏0 Fluorescence lifetime of the dye without quencher

c Quencher concentration in Molar

𝑅𝑞 Quenching radius
𝐸𝑚(𝑐)
𝐸𝑚(0) Integrated area ratio of emission spectrum at quencher con-

centration c Molar divided by without quencher
𝑂𝐷(𝑐)
𝑂𝐷(0) Absorbance ratio at the excitation wavelength at quencher

concentration c Molar divided by without quencher

pdepe A solver function for one dimension parabolic and elliptic par-
tial differential equations
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Chapter 1

Introduction

The understanding about the chemical reactions in isotropic and homogeneous
media like solid, liquid and gas phases is well established[1, 2, 3, 4, 5]. Al-
though there have been some reports about chemical reactions in anisotropic
media like argon matrices, micelles, cell membranes or even liquid crystals,
LCs[6, 7, 8, 9, 10]. There are no detailed and systematic studies about the effect
of the anisotropic environment on the kinetics of diffusion assisted bimolecular
chemical reactions in general and specially in the latter. This is an important
knowledge gap because many reactions of biological or technological interest
take place in these or similar complex environments[11, 12, 13]. The ther-
motropic liquid crystal is a good candidate for modeling the anisotropic media
because they show anisotropic and isotropic phases. Moreover, the molecular
alignment of LCs can be controlled by means of temperature or electric fields.
There were several efforts to use the anisotropy of LCs in applications includ-
ing kinetics control of anisotropic reactions, optical devices, display devices,
polymer synthesis or regiochemical controlled synthesis[14, 15, 16, 17, 18, 19,
20, 21, 10, 22, 23]. The idea to study chemical reactions in anisotropic media
has been around for some time. However, to our knowledge only Wasielewski
and co-workers have reported studies of intra-molecular electron transfer reac-
tions in 4-Cyano-4’-pentyloxybiphenyl, 5CB[24, 25, 26]. The report discussed
only the kinetics at short times and the coupling motions of LCs with charged
species with the intention to develop photorefractive materials through doping
of the LCs. This coupling interaction was also observed in the photophysical
studies of the photophysics of neutral dyes in LCs[27, 28]. However, important
questions about the effect of the medium anisotropy in chemical reactions as-
sisted by diffusion in LCs still remain unexplored.

The selection of a chemical reaction to study the anisotropy effect is im-
portant. There are several logical choices for this study including electron
transfer, proton transfer or energy transfer, all of them susceptible of being
influenced by diffusion. The electron transfer is the best studied reaction in
chemistry. The theories and experiments about the electron transfer have

1
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Chapter 1. Introduction

been developed for several decades[29, 30]. Moreover, the electron transfer
reaction can be investigated by means of light. Light is the fastest way to
trigger the start of chemical kinetics. Therefore, the photo-induced electron
transfers, PETs, have been widely employed to study kinetics. On the other
hand, the study of bimolecular reactions in solutions is a challenging problem
because many processes occur after the triggering like solvent and vibrational
relaxation[31, 32, 33].

Regarding the role of diffusion in bimolecular reactions, over the years
many theories based on the Smoluchowski approach [34] have been put for-
ward [35, 36] which can be combined with electron transfer. For example,
Wilemski and Fixman proposed a method to include distance-dependence for
the reactivity, an essential characteristic of electron and energy transfer, into
the Smoluchowski model[37].Since then, the theory has evolved to a degree of
sophistication that allows for considering many different scenarios, like complex
reaction schemes, reversibility or any kind of reactivity[38]. Nevertheless, in
most cases the solvent is treated like an homogeneous and continuous isotropic
environment. The microscopic pictures of the solvent properties have been
introduced including the hydrodynamic effect and the solvent structure. The
hydrodynamic effect is significant when the reactants approach as they start
to feel each others influence on the surrounding solvent molecules[39, 40, 41].
This effect reduces the diffusion coefficient in the short range. In anisotropic
media it is expected that the diffusion coefficient follows the viscosity tensor
of the medium. Thus, as it has been shown in a number of occasions the
diffusion coefficients in LCs must contain several components, specially in the
smectic and nematic phases[42, 43, 44]. The solvent structure appears as a
consequence of the molecularity of the solvent[45]. On the other hand, the
solvent in the microscopic picture is no longer continuous and homogeneous.
The solvent molecules are particles with volume. Therefore, a probability of
finding another solvent molecule is a distance dependence function. This effect
increases the chance of reactants to meet at the short distance. In anisotropic
media this correlations between solvent molecules are no longer centrosymmet-
ric, imposing a potential to the movement of reactants that depends on the
angle of their approach. Both of these effects have not yet been taken into
account in the theory of diffusion assisted reactions in LCs. In this thesis we
make an adaptation to take them into account. Moreover, we have developed
a numerical method for solving the partial differential equations associated
to this problem. Electron transfer depends also on the properties of the sol-
vent, specifically on its dielectric properties. LCs in the ordered phases also
show anisotropy in its refractive index, dielectric constant and dielectric relax-
ation time[46, 47, 48]. We have included this effect through recent theoretical
considerations[49, 50]. An alternative approach to explain the experimental
findings is to perform molecular dynamics simulations of the reaction, with-
out using reaction-diffusion models. We have implemented this in an open
code software package (LAMPPS) with the idea to go from simple homoge-

2
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neous solvents to LCs. Our attempts in this direction have been truncated
by the enormous computational cost of the approach and the success of the
reaction-diffusion model. We propose the conditions needed to perform these
simulations reducing the time needed.

From an experimental point of view the difficulty about the study of bi-
molecular reactions in solutions lies in the time scales of the kinetics measure-
ments. These reactions may occur over several timescales from few picosecond
to several tens of nanoseconds. Therefore, a combination of fast time resolved
techniques and stationary methods is required to describe the chemical reac-
tions in solutions. In addition the theory to explain them needs to have a clear
definition for the observable quantities: fluorescence intensities as a function of
time and quencher concentration, in this case. In fact we profit from the mea-
surement of the fluorescence of strong emitting dyes as it provides with large
dynamic range and usually good signal to noise ratios. We will describe in
detail the experimental methods followed in this work including sample prepa-
ration, setup calibrations, and data treatment with a special accent on the
coherence between different experimental sources. Eventually, our focus is on
explaining all measurements with the same theoretical models.

In order to vary the phase of the thermotropic liquid crystals one can try to
change the temperature or using an electric field. In this thesis both methods
have been implemented, although only the former has worked properly. In the
latter case the stability of the chemicals was compromised. This seems to be a
general problem in LCs[51, 52]. The different phases have been characterized
by means of optical methods to asses the degree of order in them, and how the
reactants, at least one of them, orients respect to this order imposed by the
solvent.

The general strategy of the work relies on the knowledge of the electron
transfer reactions studied in the LCs. We have studied two of these reactions,
a charge shift and a charge separation reaction first in homogeneous isotropic
solvents varying their viscosity and at the same temperatures as those used to
change the LCs phases. Thus using the already established models we extract
the electron transfer parameters to be used in the rationalization of the kinet-
ics in the LCs.

An additional comparison experiment relates to unimolecular electron trans-
fer reactions. As we have a covalently linked molecule formed of two moieties
like the molecules used in the charge separation case, we try to observe the
influence of the medium with and without material diffusion. Besides, most
of the reported reactions in LCs are unimolecular, so this measurements also
serve as a reference point[53, 25, 26]. As in the previous case, the study of this
reaction requires additional experiments in usual solvents. The rationalization
of these results lead us to apply the Generalized Smoluchowski equation and
the Generalized Langevin equation because the reaction showed evidences of
being controlled by the dielectric relaxation dynamics of the media. This is a
consequence of a strong adiabaticity of this reaction, in contrast to the non-

3
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Chapter 1. Introduction

adibatic electron transfer seen for the equivalent freely diffusing case.
This work is organized as follows. In the second chapter, the related

theories about diffusion-reaction in condensed media, photo-induced electron
transfer, liquid crystal structures and properties and electron transfer reaction-
diffusion model adapted to LCs are explained in chapter 2. Then, the chemi-
cals, experimental techniques and the setup calibrations are describe in chap-
ter 3. The results obtained from the study of the unimolecular and bimolecular
electron transfers are discussed in chapter 4. The conclusion of this study is in
chapter 5. The numerical method mentioned above, the molecular dynamics
simulation using LAMMPS and the problems of dyes under electric field are
stated in Appendix.

4
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Chapter 2

Theory

In this chapter, the basic kinetics of chemical reactions to explain the ex-
perimental findings are presented. The first and second sections describe the
influence of diffusion in chemical reactions in isotropic solutions as well as the
relationship between models and observables. The chemical reactions studied
in this work are of electron transfer, therefore a short introduction to the elec-
tron transfer models is explained for bimolecular and unimolecular reactions.
The electron transfer models describing the unimolecular reactions are based
on two treatments including the generalized Langevin equation GLE and the
generalized Smoluchowski equation GSE. Then the relation of the macrosocpic
anisotropic properties and the molecular alignment in nematic liquid crystals
is explained. Finally, a model to incorporate the anisotropic effect to the
reaction-diffusion reactions and the electron transfer probability is explained.

2.1 Diffusion assisted reactions in solutions

The understanding about how diffusion affects chemical reactions in solution,
has been developed for several decades. In 1918, Smoluchowski developed a
model to rationalize coagulation in colloidal solutions[34]. The theory was
based on the then recently discovered physics of Brownian motion[54, 55, 56].
The model developed by him, later renamed target model, is illustrated in
fig. 2.1. In its application to chemical reactions, one of the two freely diffusing
reactants is in a very large excess (like in photochemical experiments). The
other one, is assumed to be immobile and is seen as a target of radius equal
to the sum of the radii of both. Therefore, there is no interaction between
different targets. Around this target the excess reactants move like independent
point particles with a diffusion coefficient equal to the sum of those of both
reactants. Moreover, the reaction is assumed to happen only at the contact
and it is infinitely fast making disappear the point particles.

5
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Chapter 2. Theory

Figure 2.1: From the left to the right panels show the reactant distribution
at the beginning t = 0, the reaction t and the steady state t = ∞; a green
particle is the target and red particles are the diffusants.

A convenient way to represent the evolution of the reaction is to plot as
a function of distance the normalized concentration of the diffusing particles
with respect to the target 𝑛(𝑟, 𝑡). In fig. 2.2, this quantity is shown for the
Smoluchowski model as presented above.

Figure 2.2: A pair correlation function according the Smoluchowski model;
The correlation function at the beginning is one everywhere and it decreases
with time until the steady state is reached.

The most important outcome of this theory is that the reaction rate constant
is indeed a time dependent coefficient:

𝑘(𝑡) = 4𝜋𝜎2𝐷

(︂
1 +

𝜎√
𝜋𝐷𝑡

)︂
(2.1)

which at long times becomes 𝑘∞ = 4𝜋𝜎𝐷, where D is the mutual diffusion
coefficient for the reactants and 𝜎 is the closest approach distance, equal to
the sum of the radii of the two reactant species.

There are many assumptions in the Smoluchowski theory which are not re-
alistic in describing chemical reactions in solutions. For example, the reactivity
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2.1 Diffusion assisted reactions in solutions

is not necessarily infinite and may depend on the distance: both electron and
energy transfer probabilities decrease with interparticle distance[57, 58]. The
solvent is treated as a continuum, although its molecules are often not much
smaller than the reactants. This introduces excluded volumes that restrict the
movement of reactants[45, 59]. In addition, the diffusion of reactants is also
affected by the hydrodynamic effect: when a particle moves in a solvent, it
drags it and modifies the density around it, in such a way that when two of
them approach they start feeling each other much before colliding[40]. As a
consequence the mutual diffusion coefficient reduces with decreasing the inter-
reactant distance.

These three effects can be introduced into the Smoluchowski model for the
reactants pair distribution function through the modification of the diffusion
operator and including a sink term in what now becomes a reaction-diffusion
partial differential equation:[36, 60]

𝑛𝑡 = �̂�(𝑟)𝑛(𝑟, 𝑡) − 𝑤(𝑟)𝑛(𝑟, 𝑡) (2.2)

where 𝑤(𝑟) is the reaction probability, which can take any form and �̂� is the
diffusion operator. For a centrosymmetric case this diffusion operator in three
dimensional problems including the hydrodynamic effect and an interaction
potential between the reactants reads

�̂�(𝑟) =
1

𝑟2
𝜕

𝜕𝑟
𝑟2𝐷(𝑟)𝑒−𝑉 (𝑟)/𝑘𝐵𝑇 𝜕

𝜕𝑟
𝑒𝑉 (𝑟)/𝑘𝐵𝑇 (2.3)

where 𝐷(𝑟) is the distance dependent diffusion function proposed by Northrup
and Hynes:[41]

𝐷(𝑟) = 𝐷0

(︃
1 − 0.5 exp

(︂
− 𝑟 − 𝜎

𝜎

)︂)︃
. (2.4)

The bulk diffusion coefficient 𝐷0 can be defined by the Zwanzig model to
include dielectric friction felt by charged molecules:[61]

𝐷0 =
∑︁
𝑖

(︂
𝑘𝐵𝑇

𝜁𝑣,𝑖 + 𝜁𝐷,𝑖

)︂
(2.5)

where index 𝑖 stands for the solute, 𝜁𝑣,𝑖 represents the hydrodynamic friction
coefficient under slip boundary conditions:[62]

𝜁𝑣,𝑖 = 4𝜋𝜂𝑟𝑖 (2.6)

and 𝜁𝐷,𝑖 represents the dielectric friction coefficient

𝜁𝐷,𝑖 =
3

4

𝑧2𝑖
𝑟3𝑖

(𝜖− 𝑛2𝐷)

𝜖(1 + 2𝜖)
𝜏𝐷 (2.7)
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Chapter 2. Theory

where 𝜖 is the dielectric constant, 𝑛𝐷 is the refractive index, 𝜂 stands for the
bulk dynamic solvent viscosity, 𝑟𝑖 and 𝑧𝑖 for the radius and charge of the diffus-
ing molecule and 𝜏𝐷 is the Debye dielectric relaxation time of the solvent[63].
The dielectric friction vanishes for neutral diffusants. In addition, 𝑉 (𝑟) is the
interaction potential between the reactants. The potential associated to the
solvent structure is defined as 𝑉 = −𝑘𝐵𝑇 ln(𝑔) (from now on in this work
for the sake of simplicity in the equations we will express the potential as
𝑣 = 𝑉/𝑘𝐵𝑇 ). This potential can be measured in pure liquids and is propor-
tional to the solvent structure 𝑔. The solvent structure is the probability of
finding another solvent molecule at a given distance from a central one.

This partial differential equation needs auxiliary equations which are one
initial condition and two boundary conditions to complete the problem. The
initial condition is the reactants pair distribution function at start. Before
the reaction is triggered, the reactants pair distribution function follows the
interaction potential between the reactants and is given by

𝑛(𝑟, 0) = 𝑒−𝑣(𝑟). (2.8)

The inner boundary condition is reflective meaning that the flux across the
boundary at the contact vanishes

4𝜋𝜎2𝐷(𝑟)

(︃
𝜕𝑛(𝑟, 𝑡)

𝜕𝑟
+ 𝑛(𝑟, 𝑡)

𝑑𝑣(𝑟)

𝑑𝑟

)︃⃒⃒⃒⃒
⃒
𝜎

= 0. (2.9)

The outer boundary is set at infinite distance. Being one of the reactants
in much lower concentration, it is assumed that there is an infinite source of
diffusants. Therefore, this condition is:

𝑛(∞, 𝑡) = 1. (2.10)

The solution of eq. (2.2) gives the reactants pair distribution function which
depends on the distance and time. An integration of the reactivity multi-
plied by the population over the space gives the time dependent reaction rate
coefficient as follows [36]

𝑘(𝑡) = 4𝜋

∫︁ ∞

𝜎
𝑤(𝑟)𝑛(𝑟, 𝑡)𝑟2𝑑𝑟. (2.11)

This rate coefficient can be used to explain the population decay in the fluo-
rescence quenching in solutions.

In our case, the fluorescence quenching in solutions is a bimolecular elec-
tron transfer reaction in the excited state. Once the fluorophore is excited,
there are two pathways to release the energy – relaxing back to the ground
state either emitting (radiative) or not (non-radiative) a photon or reacting
with a quencher accepting or donating an electron. The emission is charac-
terized by the sum of the radiative and non-radiative processes in absence of
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2.1 Diffusion assisted reactions in solutions

quencher, 1/𝜏0. The other deactivation channel, the one that opens in presence
of quencher, by the rate coefficient 𝑘(𝑡).

Scheme 2.1: Fluorescence decay processes in the presence of quenchers

The kinetic equation for the fluorophore concentration in the excited state in
agreement with the scheme 2.1 is[36, 60]

𝑑[𝐹 *]

𝑑𝑡
=

(︂
− 1

𝜏0
+ [𝑄]𝑘(𝑡)

)︂
[𝐹 *] (2.12)

Assuming [𝐹 *] ≪ [𝑄] it follows that [𝑄]0 = [𝑄], an integration of the above
equation with the initial condition [𝐹 *] = [𝐹 *]0 at 𝑡 = 0 yields

[𝐹 *](𝑡) = [𝐹 *]0 exp

(︂
− 𝑡

𝜏0
− [𝑄]

∫︁ 𝑡

0
𝑘(𝑡′)𝑑𝑡′

)︂
. (2.13)

The quencher concentration is replaced by 𝑐. The initial and time dependent
fluorophore concentrations in the excited state is substituted by𝑁0 and𝑁(𝑡, 𝑐),
respectively. The equation 2.13 becomes

𝑁(𝑡, 𝑐) = 𝑁0 exp

(︂
− 𝑡

𝜏0
− 𝑐

∫︁ 𝑡

0
𝑘(𝑡′)𝑑𝑡′

)︂
(2.14)

This is the kinetic equation for fluorescence quenching in solutions. The ex-
cited fluorophore population in eq. (2.14) can therefore be obtained from the
reactant pair distribution function in 2.2. Therefore, the time resolved fluores-
cence measurements can be compared with the theory. The quantum yield is
another observable which can be compared to the theory. This yield represents
fraction of the excited state population that emitted light. For the fluorescence
quenching study, the ratio of fluorescence quantum yield in presence and ab-
sence of quencher is given by the Stern-Volmer equation[64]∫︀∞

0 𝑁(𝑡, 0)𝑑𝑡∫︀∞
0 𝑁(𝑡, 𝑐)𝑑𝑡

=
𝜑(0)

𝜑(𝑐)
= 1 + 𝜏0𝑐𝜅(𝑐) (2.15)
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Chapter 2. Theory

where 𝜅(𝑐) is the concentration dependent Stern-Volmer rate constant and the
𝜑(0)
𝜑(𝑐) can be obtained from steady state measurements of fluorescence, or by
time integrating time resolved measurements encompassing the full kinetics.

2.2 Photo-induced electron transfer reactions

2.2.1 Non-adiabtic electron transfer

Non-adiabatic electron transfer can be viewed as just an electronic density
redistribution either within a molecule (intramolecular electron transfer) or
between two (intermolecular electron transfer). In order to link the thermody-
namics of the reaction, which can be assessed by the electrochemical properties
of the reacting system, with its kinetics an Arrhenius like theory is needed.
More precisely, a connection between the activation energy (the energy of the
transition state) and the free energy of the reaction is required. In order to
do so a potential energy surface PES providing with the energy differences
between the equilibrium states of the reactants and the products, and the
metastable transition state has to be constructed. The first step in this task
is to identify the reaction coordinate for electron transfer. It is tempting to
identify it as the position of the electron, as if this is being transferred in a
continuous way by shifting charge from one reacting center to another. How-
ever the reaction of our concern here is non-adiabatic. This means that the
states admixture is negligible except in the transition state. In 1956, Mar-
cus developed a model in which the reaction coordinate was identified as the
polarization of the solvent, or more generally, of the low frequency harmonic
modes of the solvent-reactants entity[65]. The fluctuations in this stochastic
parameter, which depend chiefly on the orientation of the dipole molecules of
the solvent, drive the reacting system to different energetic situations within
its PES. Eventually the system reaches the transition state. At this point,
and in agreement with the Born-Oppenheimer approximation, the electronic
wavefunction may change in a time scale much shorter than the time scale of
the nuclear configuration above mentioned. In other words, the electron can
effectively jump from one of the reaction centers to the other, depending on
the height of the barrier to be tunneled, which in turns is smaller the larger
the coupling between the molecular orbitals of the reactants and the products
as illustrated in the scheme 2.2. As a result the Marcus expression for the
activation energy is:

∆𝐺‡ =
𝜆

4

(︂
1 +

∆𝐺

𝜆

)︂2

(2.16)
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Scheme 2.2: (left column) Electronic potential energy curves and (right col-
umn) the corresponding nuclear potential energy curves. The electronic ener-
gies in the two wells are indicated on the left for three nuclear configurations
A, B, and C for the reaction red1 + ox2 → ox1 + red2. The levels in the wells
are vertical ionization energies: the filled and open circles denote, respectively,
ionization of the reduced state at its equilibrium nuclear configuration and the
equilibrium configuration appropriate to oxidized state; the half-filled circles
refer to ionization of the reduced state at the nuclear configuration appropriate
to the intersection region. The level in well 1 is initially occupied in (a) and
the level in well 2 in (c). The scheme is taken from Ref.[66]
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where ∆𝐺 is the free enthalpy and 𝜆 is the reorganization energy. The free
enthalpy is expressed in terms of the electrochemical potentials and the energy
difference obtained from the zero vibronic transitions between the ground state
and the first excited state (𝐸00, that can be obtained from the absorption and
fluorescence spectra). The Weller equation[67] reads

∆𝐺(𝑟) = 𝑁𝐴𝑒
(︀
𝐸(𝐷+/𝐷)−𝐸(𝐴/𝐴−)

)︀
−𝐸00−

𝑒2

2𝜋𝜖0𝜎

(︁ 1

𝜖𝑟𝑒𝑓
−1

𝜖

)︁
+

(𝑧𝑐𝑧𝑑 − 𝑧𝑎𝑧𝑏)𝑒
2

4𝜋𝜖0𝜖𝑟
(2.17)

where 𝐸(𝐷+/𝐷) is the oxidation potential for the donor, 𝐸(𝐴/𝐴−) is the
reduction potential for the acceptor and 𝑧𝑎,𝑏,𝑐,𝑑 are the charge of the reactants
and products, respectively. The forth term accounts for the changes of solvent
from the one in which the potentials were measured to the one in which the
reaction takes place. The last term is the Coulombic interaction between the
reactants and between the products. The reorganization energy comprises
contributions from the internal changes in the structure of the reactants and
the distance dependent solvent reorganization energy 𝜆𝑠. In polar solvents,
the former is usually negligible. The solvent reorganization energy accounts
for nonequilibruim solvent polarization necessary to attain the transition state
configuration. This separation of slow nuclear and fast electronic polarization
of the electron mobility in polarizable media is characterized by the Pekar
factor[68, 69]. Within the dielectric continuum models, the infinite response
of the solvent polarization is approximated to be the square of the refractive
index. If the size of the reactants is the same, the reorganization energy is
given by

𝜆𝑠(𝑟) =
𝑒2

4𝜋𝜖0

(︁ 1

𝑛2𝐷
− 1

𝜖

)︁(︁
2 − 𝜎

𝑟

)︁
(2.18)

The equaiton 2.16 leads to a parabolic dependence of the logarithm of the
rate constant with the free enthalpy. There are three important situations to
be considered which are ∆𝐺 + 𝜆 > 0, ∆𝐺 = 𝜆 and ∆𝐺 + 𝜆 < 0. The first
situation is called the normal region. The rate constant increases when the free
enthalpy becomes more negative. The second situation is called the barrierless
reaction as the activation energy becomes zero and corresponds to the largest
rate constant. The third situation is at odds with the old chemical intuition
dictating that the larger the spontaneity of the reaction, the fastest the reac-
tions, and it corresponds to the Marcus inverted region.

As in the Marcus theory the coupling between reactants and products is
small, the transmission coefficient for the crossing of the transition state can be
expressed in terms of the Landau-Zener factor[70]. The probability of crossing
is inversely proportional to the slope of the PES near the transition state.
This means it is less likely for an electron crossing for a system at the steep
PES because the system is more prone to continue in the same surface instead
of jumping to the product’s one. The expression was further developed by

12

http://rcin.org.pl
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many researchers to include the population of vibrationally excited product
states and the finite dielectric response of the environment[71, 72]. The former
effect is like summing up many channels of electron transfer corresponding
to different vibrational states of the products. Therefore, as the vibrational
quantum number changes, the Franck-Condon factor changes as well. The
dielectric response of the solvent places a limit to the electron transfer because
as seen before, the reaction is controlled by the solvent polarization. As it
cannot be extremely fast, and it is loosely related to the rotational relaxation
of the solvent, whenever the reaction becomes very fast the solvent movement
becomes the bottleneck. The most comprehensive expression that remains
tractable and contains relatively accessible quantities and parameters is[73]

𝑤(𝑟) =
∑︁
𝑛

1

𝜏𝑠
𝐴𝑛 exp

(︃
− (∆𝐺(𝑟) + 𝑛~𝜔 + 𝜆𝑠(𝑟))

2

4𝑘𝐵𝑇𝜆𝑠(𝑟)

)︃
(2.19)

𝐴𝑛 =

{︃
(1−𝐵𝑛)
(2−𝐵𝑛)

, normal region, ∆𝐺+ 𝑛~𝜔 + 𝜆𝑠 > 0

(1 −𝐵𝑛)𝐵𝑛, inverted region, ∆𝐺+ 𝑛~𝜔 + 𝜆𝑠 < 0

𝐵𝑛 = exp

(︂
− 𝜏𝑠𝑈(𝑟) exp(−𝑆)𝑆𝑛/𝑛!

)︂ (2.20)

where 𝑈(𝑟) is defined as

𝑈(𝑟) = 𝑉 2
𝜎 exp

(︂
− 2

(𝑟 − 𝜎)

𝐿

)︂√︂
𝜋

~2𝑘𝐵𝑇𝜆𝑠(𝑟)
. (2.21)

with the Huang-Rhys factor 𝑆 = 𝜆𝑞𝑚/~𝜔, 𝜆𝑞𝑚 and 𝜔 denoting the reorgani-
zation energy and frequency of the vibrational quantum mode linked to the
reaction, respectively. 𝐿 stands for the decay length of the coupling matrix
element 𝑉𝜎. The solvent relaxation time is expressed as:

𝜏𝑠(𝑟) = 4𝜏𝐿

√︃
𝜋𝑘𝐵𝑇

𝜆𝑠(𝑟)
. (2.22)

where 𝜏𝐿 is the linear solvent relaxation time. It is related to the Debye relax-
ation time by 𝜏𝐷 = 𝑛2𝐷/𝜖. For example, 𝜏𝐿 for the DMSO is 0.66 ps[74].

2.2.2 Adiabatic electron transfer

The previously mentioned electron transfer theory breaks down when the elec-
tronic coupling is large. Then the PESs are not the nonadiabatic states of the
reactants and products. The electron transfer in this case is no longer a jump
between different PESs. This situation is called adiabatic electron transfer.
The nuclear and electronic coordinates are no longer separable. In order to de-
scribe the adiabatic electron transfer, a new reaction coordinate is needed. In
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1940, Kramers proposed a model to explain the energy changes of the reacting
system in the bottom of the PES coupling with movement over the barrier[75].
The movement in this model cannot directly be linked to a molecular transla-
tion or vibration but to a journey over different configurations of the reacting
system with the surrounding medium[75]. This means the electronic distri-
bution changes together with the surrounding polarization fluctuation. If we
assume there is no other degree of freedom relevant or fast enough for the elec-
tron transfer such as solute translation or solvent translation, the polarization
of the solute-solvent complex can be used for the reaction coordinate[70, 76].
In the Marcus theory for electron transfer reactions, these dynamical solvent
effects were introduced through the dielectric relaxation time into the rate
constant[70] or by considering the diffusion problem over the potential- or
free-energy surface (PES, FES) with sudden jumps from the reactants’ to the
products’ well.[77]. In the latter case, it is a dynamical theory based on the
Smoluchowski diffusion operator for a one dimensional potential well. An al-
ternative to theses models is to solve the time dependent Schrodinger equation
in the presence of the solvent friction. The PES in this method is fully ab
initio, therefore it costs long time to solve a specific case[78].

Most of the theories mentioned before try to obtain analytical solutions for
the rate constant or at least a reaction-coordinate dependent rate coefficient[79].
One common idea of these theories is describing the reacting system un-
der a potential shape with or without friction memory using the Generalized
Langevin Equation GLE. On the other hand, the reaction rate coefficient can
be described using a Generalized Smoluchowski Equation GSE, as the dif-
fusion operator is time dependent. The GSE is a form of the generalized
Fokker-Plank equation for a single coordinate diffusion problem under a har-
monic potential[80]. One difference between GLE and GSE is the behavior
of the reacting system at the short time. The response of dipole moment
after light absorption is implusive not diffusive, as often observed from the
experiments[81, 82, 83]. Within this difference, the short time kinetics is lost
in the GSE case. Unfortunately, there are few studies in which the mea-
sured electron transfer dynamics are compared with the output from GLE
simulations[84, 85, 86, 87].

The GLE consists of three main ingredients which are the PES, the friction
felt by the reacting system and the fluctuation of the solute-solvent polariza-
tion. The last term is also called the noise term. This term is a function of a
random variable. Therefore, a number of simulation trajectories is needed to
obtain meaningful statistics. The motion equation can be formulated as

𝑧 = − 1

𝑚𝐿

𝜕𝑉 (𝑧)

𝜕𝑧
−
∫︁ 𝑡

0
𝜂(𝑡− 𝜏)�̇�𝑑𝜏 +𝑅(𝑡) (2.23)

where 𝜂(𝑡) denotes the friction term and 𝑅(𝑡) is the noise term. The random
variable 𝑧 can be normalized and takes the value 0 for the reactants’ min-
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imum and 1 for the products’ minimum, in the potential energy surface 𝑉 .
The mass, 𝑚𝐿, is associated with the “heaviness” of the polarization of the
medium and can be extracted from the rotational motion of the individual
solvent molecules[88]. The integral term stands for the non-Markovian fric-
tion 𝜂(𝑡) against the movement of the system-associated particle. Be aware
that in the present context, this friction is not purely mechanical but reflects
the resistance of the dielectric to a change in the electric field associated with
the charge redistribution in the solute, for example, those occurring during an
electron transfer. This memory can be understood as an extended duration
of the correlation function of the medium beyond the delta function response
that characterizes pure Debye-solvents[63]. This friction has the same origin
as the noise, which is the configuration fluctuation of the solute-solvent en-
tity. Therefore, they are related through the second fluctuation-dissipation
theorem[89]

⟨𝑅(𝑡)𝑅(𝑡+ 𝑡′)⟩ = 𝜂(𝑡′)⟨�̇�2⟩ (2.24)

To determine the PES in the excited state, one can use the quantum mechanical
calculations. This is not an easy task. The PES in condensed phase has
been shown to be equivalent to the FES[90]. A FES for a fluorescing system
can be obtained from the study of the steady-state absorption and emission
spectra in a variety of solvents. Thus having experimental data which can
elucidate its shape is extremely advantageous. The friction, on the other hand,
in the case of charge transfer reactions, is solely modulated by the solvent
polarization and not by internal modes of the solute. It can be calculated
from the dielectric relaxation spectrum of the solvent. Unfortunately, the THz
dielectric spectroscopy is not available in this study. Another approach would
be to somehow extract it from a reference measurement of a reaction for which
the FES is well known assuming there are no additional components in the
friction. This is for example the case of C153 for which it has been shown
that a parabolic form for the FES reproduces nicely its emission behavior[88,
81]. As mentioned earlier, the GSE can also be tested for explaining these
reactions. In this case a purely diffusive motion over the FES is considered
with a 𝐷(𝑡) obtained from the same reference measurement of C153. The
motion equation for GSE reads

𝜕𝜌(𝑧, 𝑡)

𝜕𝑡
= 𝐷(𝑡)

𝜕

𝜕𝑧

[︂
𝜕

𝜕𝑧
+

1

𝑘𝐵𝑇

𝜕

𝜕𝑧
𝐹 (𝑧)

]︂
𝜌(𝑧, 𝑡) (2.25)

It describes the temporal behavior of the population distribution 𝜌(𝑧, 𝑡) along
an arbitrary FES (or PES) 𝐹 (𝑧).

The FESs are constructed using three diabatic states including (i) the elec-
tronic ground states | 𝑔⟩, (ii) the locally electronically excited of the donor
and acceptor pair | 𝑙⟩ and (iii) the fully charge separated state of the donor
cation and the acceptor anion | 𝑐⟩. The matrix representation of the Hamil-
tonian H and the dipole moment matrix 𝜇 in this diabatic basis are given as
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follows[87, 91]

H(𝜇𝑠) =

⎛⎝𝐹𝑔(𝜇𝑠) 0 𝐽𝑔𝑐
0 𝐹𝑙(𝜇𝑠) 𝐽𝑙𝑐
𝐽𝑐𝑔 𝐽𝑐𝑙 𝐹𝑐(𝜇𝑠)

⎞⎠ (2.26)

and

𝜇 =

⎛⎝𝜇𝑔 𝜇𝑔𝑙 𝜇𝑔𝑐
𝜇𝑙𝑔 𝜇𝑙 0
𝜇𝑐𝑔 0 𝜇𝑐

⎞⎠ (2.27)

TheH and 𝜇 are assumed to be symmetric matrices and the diagonal elements,
𝐹𝑖 in eq. (2.26), depend exclusively on the solvent polarization. Hence, the in-
stantaneous effective dipole moment, 𝜇𝑠, can be described within a continuum
model for solvation following the work by van der Zwan and Hynes[92]

𝐹𝑖(𝜇𝑠) = 𝑈𝑖 −
𝐵tot

2
𝜇2𝑖 +

𝐵nuc

2
(𝜇𝑖 − 𝜇𝑠)

2 + 𝛿0𝑖𝐵
el

𝑖 𝐷. (2.28)

This model accounts for the interaction of the permanent point dipole 𝜇𝑖
with polarizability 𝛼𝑖 of state 𝑖 placed in the center of a spherical cavity of
radius 𝑎 with a continuum dielectric environment, characterized entirely by its
static and high frequency dielectric permittivities, 𝜖 and 𝑛2𝐷, respectively. The
first term on the right hand side of eq. (2.28) 𝑈𝑖 accounts for the free energy of
state 𝑖 in the gas-phase, the second one for equilibrium solvation, and the third
one for the non-equilibrium contribution to the free energy, due to orientational
solvent relaxation. The fourth term accounts for the difference in the dispersion
interactions between the solute and solvent between the excited states and the
ground state[93]. The solvent response functions are given by[93, 92, 31]

𝐵𝑦
𝑖 =

2

𝑎3
· 𝑓𝑥

1 − 2(𝛼𝑖/𝑎3)𝑓𝑥
, 𝑓𝑥 =

𝑥− 1

2𝑥− 1

𝐵𝑛𝑢𝑐
𝑖 =𝐵tot

𝑖 −𝐵el

𝑖

(x = 𝜖→ y = tot ) ∧ ( x = 𝑛2𝐷 → y = el )

(2.29)

𝐽𝑖𝑗 in eq. (2.26) denotes the electronic coupling elements between states 𝑖 and
𝑗 for all of which – in analogy to the treatment in Refs. [84] and [87] – are
assumed to be equal.

Diagonalization of eq. (2.26) at each point along the solvation coordinate
𝜇𝑠 yields three adiabatic states, which we henceforth shall label as | 0⟩, |
1⟩ and | 2⟩. Applying the same basis transformation to the dipole moment
matrix yields the adiabatic permanent dipole moments (diagonal elements)
and transition moments (off-diagonal elements). The construction of the FES
from the experiments is discussed in chapter 4.

The𝐷(𝑡) and 𝜂(𝑡) are assumed to be independent of the FES over which the
solute evolves meaning independent of the nature of the solute and exclusively
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2.2 Photo-induced electron transfer reactions 

a function of the solvent. The time dependent diffusion coefficient in the GSE 
can be obtained from the solvent relaxation dynamics C(t) in a harmonic FES 
as follows:[88) 

D(t) = - kBT C(t) 
Bnuc C(t) 

(2.30) 

Solving GSE in eq. (2.25) using the time dependent diffusion coefficient D(t) , 
one gets the time dependent excited state population distribution PI (z, t) which 
can be used to simulate the time resolved emission spectrum. 

By using C(t) measured from the experiments, the friction kernel 'TJ(t) in 
the GLE can also be defined. According to Hynes[92], the solvent correlation 
function can be related to the properties of the stochastic variable for a pure 
harmonic potential well: 

(2.31) 

The friction kernel in the time domain 'TJ(t) is obtained using the Laplace 
transforming of the Langevin equation and fit the result in the time domain 
by the expression 

(2.32) 

This expression is suitable for deriving the set of equivalent ordinary differ
ential equations ODEs in order to solve the GLE. The expression has two 
physical parameters which are WL and "Y· WL is the frequency associated with 
the mass m£. For chemical reactions, the particle which is moving over the 
potential energy surface is not mass, properly speaking. Rather it is related 
to the change of polarization of the environment, which enables the reaction. 
In other words, for an electron transfer reaction, the system is suffering energy 
fluctuations due to the thermal noise that provokes constant changes in the 
electric field of the medium. On the other hand, "Y is the equivalent of the De
bye linear solvent relaxation time. However, instead of taking this parameter 
from tables, as we are not dealing with Debye solvents, we adjust it in such a 
way that the obtained friction kernel reproduces the experimental solvent cor
relation function of C153. Finally, the values of WL, "Y, k;.s and .X, are obtained 
and used to evaluate the GLE. 

The evaluation of GLE is performed by splitting the GLE into a set o 
stochastic differential equations and then integrating the equations with time. 
The non Markovian process in the GLE is not explicitly present after the 
equation splitting. Each of the equations describes the Markovian evolution of 
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an auxiliary variable, driven by independent Guassian white noise,

𝑑𝑧(𝑡)

𝑑𝑡
=𝑣(𝑡),

𝑑𝑣(𝑡)

𝑑𝑡
= − 1

𝑚𝐿

𝜕𝐹 (𝑧)

𝑧
− 𝜔2

𝐿𝛾𝑣(𝑡) +
∑︁
𝑖

𝑤𝑖(𝑡) + 𝜔2
𝐿

√︂
𝛾𝑘𝐵𝑇

𝜆𝑠
𝜉0(𝑡),

𝑑𝑤𝑖(𝑡)

𝑑𝑡
= − 𝜆𝑖𝑤𝑖(𝑡) − 𝜔2

𝐿𝑘𝑖𝑣(𝑡) + 𝜔2
𝐿

√︂
𝜆𝑖𝑘𝑖𝑘𝐵𝑇

𝜆𝑠
𝜉𝑖(𝑡).

(2.33)

The variable 𝜉𝑗(𝑡), 𝑗 = 0 . . . 𝑁 , denotes independent Gaussian noises with
correlations

⟨𝜉𝑗(𝑡)⟩ =0,

⟨𝜉𝑗(𝑡)𝜉𝑗(𝑡+ 𝜏)⟩ =𝛿(𝜏)
(2.34)

The number of auxiliary variables 𝑤𝑖 corresponds to the number of exponen-
tial components in the friction kernel. The variables 𝑤𝑖 have the dimension of
“acceleration” of the 𝑧 variable.

The initial condition for these equations is obtained from the fact that the
system starts from an equilibrium Gaussian distribution. This is a projection
of the population in the ground state onto the excited state. Under such
conditions, the velocity is zero. The acceleration is equal to the derivative of
the potential divided by the inertial mass of the solvent. Therefore, the sum
of the initial vales for the other quantities 𝜔𝑖 is also zero. Moreover, the initial
values of both at time zero are not compensated and equals to zero, 𝑣(0) = 0
and 𝜔𝑖(0) = 0. The initial distribution of the stochastic variable comes from
the distribution of the system at rest in the ground state

𝜌1(𝑧, 0) = 𝜌0(𝑧, 𝑒𝑞) = 𝑁 exp

(︂
− 𝐹0(𝑧)

𝑘𝐵𝑇

)︂
, (2.35)

where 𝑁 ensures area normalized population distributions.
In this work, eq. (2.33) is solved using the numerical integration scheme

from Euler-Maruyama method together with the definitions of the initial condi-
tions given above[94]. More detail for the equation derivations and parameter’s
values are to be found in the Ref. [95].

The results from the experiments and the simulations are compared using
the spectral moments extracted from the time resolved spectra. The trajecto-
ries obtained from the simulations at different points at time zero are weighted
taking into account the initial distribution in the excited state after excitation.
Then the population evolution or histograms 𝜌(𝜈, 𝑡) are calculated. The time
resolved emission spectra are simulated according to

𝐼(𝜈, 𝑡) ∝ 𝜈3
∫︁
𝜌1(𝜈0, 𝑡)𝜇

2
10(𝜈0)𝐿𝑓 (𝜈 − 𝜈0)𝑑𝜈0 (2.36)
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where 𝜇10 is the transition dipole moment of interest obtained from the calcu-
lation of the FES. The lineshape function 𝐿𝑓 is a emission spectral lineshape
of the reacting system in an apolar solvent in which no reaction is observed[96].

2.3 Liquid crystal structures and properties

Liquid crystals are materials which can flow like liquids and possess some
anisotropic properties like solids. The molecules which can form an ordered
structure between liquid and solid are called mesogens. The phases between liq-
uid and solid are called mesophases[97]. Two types of liquid crystal mesophases
must be differentiated namely thermotropic and lyotropic. If the phase tran-
sition appears as a result of changing the temperature, they are of the former
kind, thermotropic. They are of interest for the basic researches as well as
in display applications. The thermotropic mesogens are usually organic sub-
stances with molecular weights of 200 - 500 g mol−1 like cholesteryl nonate,
MBBA or alkyl cyanobiphenyl. On the other hand lyotropic liquid crystals are
concentration dependent phase transitions. The lyotropic mesogens are usually
large and found in the biological environment. DNA, tobacco mosaic virus and
synthetic polypeptides are examples of the lyotropic mesogens for water based
solutions. According to the symmetry of the phases, Friedel[97] has proposed
three mesophases namely nematic, smectic and cholesteric phases as shown in
fig. 2.3. The direction of the principal axis in the arbitrary space is represented
by the director, �⃗�.

Figure 2.3: From left to right, the molecular alignment of nematic, smectic
and cholesteric phases in liquid crystals

For the nematic phase, all molecules align in one direction which is parallel
to the director. There is a cylindrical symmetry around the director. For
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the smectic phase, the symmetry is higher than in the nematic phase. The
molecules align in layers. This formation makes the liquid crystals in the smec-
tic phase more viscous. The liquid crystals in the cholesteric is of interest for
optical applications because the helicoidal structure induces periodic changes
in the refractive index. On a local scale, the molecular formation is similar to
the nematic phase. However, on a large scale the cholesteric director rotates
as the layer number increases. The structure of a cholesteric liquid crystal is
periodic with a specific spatial period.

Many experiments demonstrate that the anisotropy of nematics arises from
the molecular alignment[46, 98, 99]. The thermotropic mesogens are usually
dipolar molecules and treated as rod-like or spherocylindrical shapes[100, 101,
102]. Let us consider a Cartesian coordinate system with �̂� representing the
director of the nematic phase and �̂� the molecular long axis vector. The ori-
entation of the molecule can be described using the three Eulerian angles 𝜃, 𝜑,
and 𝜓 as shown in 2.3.

Scheme 2.3: The Euler angles required to describe the orientation of a molecule
in a Cartesian coordinate

The angle 𝜓 is the rotation around the molecular long axis and the angle 𝜑 is the
rotation in the azimuthal direction. A simple way to characterize anisotropic
media of this kind is the order parameter. It is a macroscopic quantity and as
such an average over the whole population of solvent molecules. By tradition
in the order-disorder problems, the unity defines the perfectly ordered phase
and the zero defines the completely disorder phase. Then the components of
a general tensor order parameter for a nematic LC are defined as[13]

𝑆𝑖𝑗 =
1

2

⟨︀
3(�̂� · �̂�)(�̂� · �̂�) − 1

⟩︀
(2.37)

where 𝑖 and 𝑗 are unit vectors. The three diagonal elements of the tensor are
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given by

𝑆𝑥𝑥 =
1

2

⟨︀
3 sin2 𝜃 cos2 𝜑− 1

⟩︀
𝑆𝑦𝑦 =

1

2

⟨︀
3 sin2 𝜃 sin2 𝜑− 1

⟩︀
𝑆𝑧𝑧 =

1

2

⟨︀
3 cos2 𝜃 − 1

⟩︀ (2.38)

The two components 𝑆𝑥𝑥 and 𝑆𝑦𝑦 vanish with the cylindrical symmetry around
the z-axis as well as the off diagonal components. Hence, the order parameter
in nematics results in

𝑆 =
1

2

⟨︀
3 cos2 𝜃 − 1

⟩︀
(2.39)

The orientation order of the LC molecules influences many physical prop-
erties including dielectric constant, refractive index, dielectric relaxation time
and diffusion coefficient. The measured physical properties in nematics are
characterized as the parallel and perpendicular values according to the sym-
metry. A variety of experimental methods can be used to obtain the order
parameter. Let’s take the self-diffusion coefficients as an example. Hess has
developed a theory based on the highly ordered system of ellipsoids to a ref-
erence system of hard spheres, by affine transformation[103]. The principal
results of the theory shows that the anisotropy of diffusion can be scaled with
the imperfect orientational ordering (𝑆<1). The ansiotropy diffusion relates
to the order parameter 𝑆 and the aspect ratio 𝐴𝑅:[104]

∆ ≡
𝐷‖ −𝐷⊥

𝐷‖ + 2𝐷⊥
= 𝑆

(︂
𝐴𝑅2 − 1

𝐴𝑅2 + 2

)︂
(2.40)

where 𝐴𝑅 is the ratio of the long to short axes of the LC molecules. The
diffusion in this equation is the self-diffusion. For a guest-host system, the
diffusion anisotropy is always lower. In addition, the averaged quantities or
macroscopic properties in nematics are related to both components by

⟨𝜒⟩ =
𝜒‖ − 𝜒⊥

𝜒‖ + 2𝜒⊥
(2.41)

where 𝜒 represents the physical properties of interest such as those mentioned
above.

2.4 An electron transfer reaction-diffusion model for

liquid crystals

In this section we show how to adapt the reaction diffusion equation show in
section 2.1 and the electron transfer probability of section 2.2 to anisotropic
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environments like nematic LCs. In the diffusion operator several modifications
are necessary. In the electron transfer probability only the reorganization en-
ergy is modified in agreement with the angular dependent solvent molecular
relaxation. Thanks to the cylindrical symmetry of the problem only two spa-
tial dimensions are required.

2.4.1 Reaction-diffusion equation in anisotropic media

The anisotropic reaction-diffusion equation can written in terms of the asym-
metric diffusion operator and the asymmetric potential. As we have seen in
section 2.3 that there two perpendicular diffusion coefficients in nematics[105,
106]. According the cylindrical symmetry in nematics, 𝐷𝜌 and 𝐷𝑧 are assigned
to 𝐷⊥ and 𝐷‖, respectively[107]. The operator in the cylindrical coordinate
reads

�̂�(𝜌, 𝜑, 𝑧) =
𝐷𝜌

𝜌

𝜕

𝜕𝜌
+𝐷𝜌

𝜕2

𝜕𝜌2
+
𝐷𝜌

𝜌2
𝜕2

𝜕𝜑2
+𝐷𝑧

𝜕2

𝜕𝑧2
. (2.42)

The diffusion coefficient in this model follows eq. (2.5) with two viscosities de-
pending on the direction, 𝜂𝜌 and 𝜂𝑧. This simple operator is a good starting
point for a programming check point. A MATLAB code and a numerical de-
scription are provided in section A.1.

This operator does not contain the effect of the potential. Additionally, in
the target model the reacting molecules are considered spherical. Therefore,
it is much simpler to consider the problem in spherical coordinates. A simple
coordinates transformation for the diffusion coefficient tensor allows us to make
this change. The potential of interaction can be easily written in any of the
two coordinates systems, as we shall see later. We define the potential as
𝑣 = 𝑉/𝑘𝐵𝑇 As in cylindrical coordinates, two variables of space are enough to
fully describe the problem of nematics. The operator under these circumstances
reads

�̂�(𝑟, 𝜃) = ∇ ·D · (𝑒−𝑣∇𝑒𝑣) =

(︂
𝜕
𝜕𝑟
𝜕
𝜕𝜃

)︂(︂
𝐷𝐴 𝐷𝐵

𝐷𝐵 𝐷𝐴

)︂(︂
𝜕
𝜕𝑟 + 𝜕𝑣

𝜕𝑟
1
𝑟

𝜕
𝜕𝜃 + 1

𝑟
𝜕𝑣
𝜕𝜃

)︂
(2.43)

where 𝐷 is the diffusion matrix. The coordinate transformation and variable
definitions are given in table A.1. The two components of the diffusion matrix
are defined as 𝐷𝐴 = 𝐷𝜌 sin2 𝜃+𝐷𝑧 cos2 𝜃 and 𝐷𝐵 = (𝐷𝜌−𝐷𝑧) sin 𝜃 cos 𝜃. The
pair correlation function is now a function of the distance, angle and time,
𝑛(𝑟, 𝜃, 𝑡). In nematics, the potential associated to the solvent structure is also
an angular dependent function − ln(𝑔(𝑟, 𝜃)). A partial differential diffusion
equation for an anisotropic diffusion problem under the anisotropic potential
and reactivity is given by

𝑛𝑡 = �̂�(𝑟, 𝜃)𝑛(𝑟, 𝜃, 𝑡) − 𝑤(𝑟, 𝜃)𝑛(𝑟, 𝜃, 𝑡). (2.44)
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2.4 An electron transfer reaction-diffusion model for liquid crystals

The initial condition is also modified as 𝑛(𝑟, 𝜃, 0) = 𝑔(𝑟, 𝜃). The reflective
boundary at the contact is still valid. The equation for the flux density at a
reflective contact is

D ·
(︀
𝑒−𝑣∇𝑒𝑣𝑛(𝑟)

)︀⃒⃒
𝜎

= 0. (2.45)

The outer boundary remains unchanged as 𝑛(∞, 𝜃, 𝑡) = 1. The time dependent
reaction rate coefficient for this problem is still a space integral as in the
previous problem. The expression is

𝑘(𝑡) = 2𝜋

∫︁ ∞

𝜎

∫︁ 𝜋
2

−𝜋
2

𝑤(𝑟, 𝜃)𝑛(𝑟, 𝜃, 𝑡)𝑟2 sin 𝜃𝑑𝑟𝑑𝜃. (2.46)

In order to solve this partial differential equation, we have used the Method
of Lines[108] as described in section A.1 and section A.2. From 𝑘(𝑡) the ob-
servables defined above for the fluorophore population 𝑁(𝑡) and the quantum
yield of emission can be obtained without further modifications.

2.4.2 Electron transfer probability in anisotropic media

Despite of the few experimental works on the intra-electron transfer reaction
in liquid crsytal, none of them has considered the anisotropic effect on the
reactivity[53, 25, 109, 110]. A series of theoretical works from Matyushov[49,
50] provide a solvation theory in these media. The theory treats the solute-
solvent interaction potential given by the interaction of the solute charges
with the solvent dipolar polarization. The solvation energy is then expressed
through the polarization autocorrelation function of the pure solvent. The
polarization autocorrelation function depends on the solvent rotation. The
solvent reorganization energy in a continuum solvent response limit is given
by[49]

𝜆(𝑟, 𝜃) =
1

3
𝜆‖(𝑟) +

2

3
𝜆⊥(𝑟) + 𝜆𝐴(𝑟) (2.47)

where the reorganization energy consists of the parallel, perpendicular and
anisotropy components, 𝜆‖, 𝜆⊥ and 𝜆𝐴, respectively. Each of the components
is defined as

𝜆‖,⊥(𝑟) =
𝑒2

4𝜋𝜖0

(︂
1

𝑛2𝐷,‖,⊥
− 1

𝜖‖,⊥

)︂(︂
2

𝜎
− 1

𝑟

)︂
𝜆𝐴(𝑟, 𝜃) =

𝑒2

4𝜋𝜖0

(︂
1

𝜖⊥
− 1

𝜖‖

)︂
𝑃2(cos 𝜃)

(︂
𝑟2 − 𝜎2/2

3𝑟3

)︂
.

(2.48)

where 𝑃2(cos 𝜃) is the second order Legendre polynomial functions. This
function is proportional to the molecular orientation distribution with the an-
gle in the nematic phase. The ensemble average of this quantity is equivalent
to the order parameter[13]. The 𝜆𝐴(𝑟, 𝜃) vanishes in the isotropic phase be-
cause 𝑃2(cos 𝜃) = 0. Moreover, eq. (2.47) is reduced to eq. (2.18) which is the

23

http://rcin.org.pl



Chapter 2. Theory

standard reorganization energy for the Marcus equation. It is important to
mention that this model concerns a charge separation reaction from a nonpo-
lar state 𝐷 −𝐴 to a polar state 𝐷+ −𝐴−.

A theoretical model for the charge shift electron transfer in nematics is not
known. Recently, Matyushov has proposed a model explaining the electron
transfer in nonpolar media[111]. The model indicates that the difference be-
tween the charge separation and the charge shift electron transfers lies in the
induced reorganzation energy. The induced reorganization energy is quadrati-
cally proportional the solute charges. Therefore, a charge separation electron
transfer like 𝐷 − 𝐴 → 𝐷+ − 𝐴− has higher reorganization energy than the
charge shift electron transfer like 𝐷 − 𝐴+ → 𝐷+ − 𝐴. Therefore, we assume
the reorganization energy for the charge separation and the charge shift elec-
tron transfer to relate by a multiplication factor.

It is true that the other electron transfer parameters could depend on the
direction like the solvent relaxation time or the free enthalpy. In this work,
we assume that the free enthalpy and the solvent relaxation time are angular
independent because the only mode able to follow the reaction of the electron
transfer is the fastest movement which is the translation along the molecular
long axis of the solvent. The idea behind this assumption can be explained
using fig. 2.4.

(a) (b)

Figure 2.4: Toy models representing a fluorophore (a red sphere) and a
quencher (a black sphere) in nematogens (blue rods) (a) an electron trans-
fer parallel to the director and (b) an electron transfer perpendicular to the
director

For the electron transfer happening in the namatic phase, the only fast move-
ment which can trigger the polarization fluctuation is the translation along
the nematic director. The rotation parallel to the director does not produce
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polarization changes. The other translations or rotations are not faster than
the one mentioned before. There are two extreme situations to be considered
for a pair of fluorophores and quenchers. In fig. 2.4a, the solvent polarization
fluctuation affects along this solutes’ axis. On the other hand, the second pic-
ture in fig. 2.4b gives the solvent fluctuation perpendicular to the solute axis.
Therefore, according to this toy model, despite being only one relaxation time
important in both situations, the effect of the solvent molecules movement is
different energetically in each case, as the reaction electric field effect for the
electron transfer is not the same. Thus the reorganization energy depend on
the angle between the solute molecules axis and the nematic director.
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Chapter 3

Experiments

The materials, experimental techniques, data treatments for steady state and
time-resolved measurements are explained in this chapter. The first section
describes the handling of fluorophores, quenchers and solvents. The second
section describes the measurements, data handling and the equipment calibra-
tions as well as sample characterizations.

3.1 Materials

3.1.1 Fluorophore and Quencher

3-(p-N,N-dimethylaminophenyl)perylene PeDMA was synthesized by dr Joanna
Piechowska following the work reported by Banerji and co-workers [112]. Rho-
damine 6G chloride R6G and Perylene Pe were used as received without fur-
ther recrystallization. R6G was bought from Lamdachrome, laser grade, CAS
989-38-8. Pe was bought from SigmaAldrich, purity of 99.5%, CAS 198-55-0.
Dimethyl-p-toluidine DMpT was used as a quencher without further purifica-
tion from AlfaAesar, purity of 99.0%, CAS 99-97-8. The chemical structures
of reactants are shown in fig. 3.1.

All these substances were selected because of several reasons – oxygen tol-
erance, short fluorescence lifetime, liquid crystal solubility and photophysical
properties. The study of fluorescence quenching in solutions can be altered
by the presence of additional and uncontrolled the oxygen quenching. This is-
sue can be avoided by degassing the solutions or using the fluorophores which
have short lifetimes, 𝜏 ≤ 6 ns. The lifetime shortening of R6G and Pe in
ACN by the oxygen quenching were recorded. The lifetime reduction was less
than 5%. Moreover, the fluorescence quantum yields are more than 0.9. The
short lifetime and high quantum yield assure the feasibility of the excited state
quenching and the fluorescence detection. The free enthaly of the electron
transfer reactions is also important. These reactants were selected to show
electron transfers in the normal region. The solubility of reactants in 5CB
is also a major concern. For R6G and Pe the maximum attainable concen-
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trations in 5CB are approximately 0.1 - 0.25 mM. These give the maximum
absorbance about 0.15 - 0.23 in 0.1 mm path length. The liquid quencher was
chosen because it is easier to prepare solutions in a controlled manner in 5CB.
The highest quencher concentration is below 10% molar fraction of glycerol.
Therefore, the nematic phase still exists at room temperature[113, 114]. The
DG mixtures (vide infra) are transparent in the fluorophores and quenchers
spectral windows, while 5CB has an absorption peak at 300 nm[115]. More-
over, samples in the nematic phase scatter light. The scattering effect increases
with the sample thickness. Hence, the optical measurements were performed
using the cells which have the path length of 0.1 mm.

(a) (b)

(c) (d)

Figure 3.1: Molecular structures of (a) PeDMA, (b) Pe, (c) R6G and (d) DMpT

Table 3.1: Electrochemical potentials and photophysical properties of reactants

R6G Pe DMpT
𝐸𝑜𝑥,𝑟𝑒𝑑/V vs SCE -0.9 -1.76 0.78
𝐸00/eV 2.21 - 2.24 2.78 - 2.81
𝜏0/ns 3.5 - 4.0 4.9 - 5.7

The electrochemical and photophysical properties of reactants are summa-
rized in 3.1 for electron transfer reactions. The electrochemical potentials of
the reactants were measured in ACN at 20°C[116, 73]. R6G and Pe are elec-
tron acceptors which get reduced in presence of DMpT and light. The 𝐸00

values were estimated from absorption and emission spectra. The details of
the 𝐸00 estimation are provided in section 3.2.4. The wide range of 𝐸00 listed

27

http://rcin.org.pl



Chapter 3. Experiments

in table 3.1 is due to the different values obtained in DG mixtures and 5CB
at temperatures between 293.15 K and 323.15 K. This difference is also mani-
fested in the lifetimes. The lifetimes shown in table 3.1 are measured from the
dyes without quenchers in DG mixtures and 5CB. Despite the original plans
were to measure also in another LCs, 7CB and 8CB, the solubility of the dyes
revealed to be too low to be practical.

3.1.2 Solvent properties

All solvents were used as received and purities are the highest available in the
market. DMSO and glycerol were bought from AlfaAesar, HPLC grade. Both
solvents were bottled under argon and tightly sealed. No smell could be de-
tected from DMSO, which is indicative of the presence of sulfites degradation
products.

The composition dependent and temperature dependent physical proper-
ties of the solvents including viscosity, refractive index, dielectric constant, den-
sity, solvent relaxation time and pair correlation function are described below.
The viscosities of DG mixtures at different temperatures and molar fractions
of glycerol were measured using Malvern Kinexus rotational rheometer[117].
The viscosity of DG mixtures was interpolated according to Nissan–Grunberg
equation:[118]

ln

(︂
𝜂(𝑥1, 𝑇 )

𝜂0

)︂
= 𝑥1 ln

(︂
𝜂1(𝑇 )

𝜂0

)︂
+ 𝑥2 ln

(︂
𝜂2(𝑇 )

𝜂0

)︂
+ 𝑥1𝑥2𝑎1 (3.1)

where 𝑎1 is the coefficient given in table 3.2 to fit with the experimental data
and 𝜂1,2(𝑇 ) are the viscosity of the pure glycerol or DMSO at a given tem-
perature, respectively. The 𝜂0 is a reference quantity which is equal to 1 cP.
The viscosities of pure solvents at different temperatures was taken from the
literature[119, 120, 121]. For a pure solvent, the temperature dependent vis-
cosity obeys the exponential function as following:

ln
(︀
𝜂𝑚(𝑇 )

)︀
= 𝑏𝑚𝑇 + 𝑐𝑚 (3.2)

where 𝑏𝑚 and 𝑐𝑚 are the coefficients obtained from the fitting to the literature[119,
120, 121]. The subscript 1 and 2 are for pure glycerol and DMSO, respectively.
The coefficients are listed in table 3.2.
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Table 3.2: Fitting parameters for macroscopic properties of DG mixtures

𝑎1 𝑎2 𝑏1/K−1 𝑐1 𝑏2/K−1 𝑐2
𝜂* -0.8532 -0.064 25.912 -0.013 4.565
𝑛†𝐷 0.0084 -0.0015 -2.3730x10−4 1.5432 -4.3551x10−4 1.6607
𝜖† 26.4 -22.4 0.17 93.85 -0.13 85.70
𝜌‡/g mL−1 0.0235
* This quantity is calculated using eq. (3.1) and eq. (3.2).
† This quantity is calculated using eq. (3.4) and eq. (3.3).
‡ This quantity is calculated using eq. (3.5).

The viscosities obtained from the experiments and eq. (3.1) are compared in
fig. 3.2. The temperature dependent viscosity for DG mixtures is assumed
to be correlated with the viscosities of the pure solvents. The coefficient was
optimized to fit the experimental data.

Figure 3.2: Viscosities of DG mixtures plots (left) as a function of glycerol
molar fractions of glycerol and (right) temperatures obtained from (circle) the
experiments and (line) the calculated data; the increasing temperature is from
black to cyan colors in the left panel and the increasing glycerol molar fraction
of glycerol is from black to cyan colors in the right panel.

For the refractive index and the dielectric constant, the assumption that
the temperature dependent quantities can be evaluated from the pure solvent
is applied. The refractive indices and dielectric constants of pure glycerol
and DMSO from the experiments were taken from the literature[122, 123, 121,
124]. The temperature dependent of both quantities was correlated with linear
functions 𝑦𝑚(𝑇 ) as following:

𝑦𝑚(𝑇 ) = 𝑏𝑚𝑇 + 𝑐𝑚 (3.3)

where 𝑦 stands for the refractive index or dielectric constant and the 𝑚 index
stands for the pure glycerol as 1 or pure DMSO as 2. The 𝑏1, 𝑐1, 𝑏2 and 𝑐2
coefficients are the results from the linear fitting and given in table 3.2. Figure
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3.3 shows the linear fittings of the pure solvents from the experiments and
eq. (3.3) together with the regression parameter 𝑅2.

Figure 3.3: Refractive indices and dielectric constants of (left column) DMSO
and (right column) glycerol obtained from the experiments marked as circles
and eq. (3.3) marked as lines as a function of temperatures together with 𝑅2

of the fitting

Knowing the temperature dependent functions of pure solvents, the refractive
indices and dielectric constants for DG mixtures as a temperature function
follow Kister–Redlich equation:[125]

𝑦(𝑥1, 𝑇 ) = 𝑥1𝑦1(𝑇 ) + 𝑥2𝑦2(𝑇 ) + 𝑥1𝑥2𝑎1 + 𝑥1𝑥2𝑎2(2𝑥1 − 1) (3.4)

where 𝑎1 and 𝑎2 were taken from a previous report of DG mixtures[74]. The
assumption that the 𝑛𝐷(𝑥1, 𝑇 ) or 𝜖(𝑥1, 𝑇 ) of DG mixtures can be expressed in
terms of the pure solvents and Kister–Redlich equation is well coherent with a
recent work[126]. The plot of 𝑛𝐷(𝑥1, 𝑇 ) and 𝜖(𝑥1, 𝑇 ) are shown in fig. 3.4.
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Figure 3.4: (Left) Refractive indices and (right) dielectric constants as a func-
tion of glycerol molar fraction obtained from the calcuation using eq. (3.4); the
increasing temperature is from black to cyan colors.

The density 𝜌 of DG mixtures is assumed to be invariant for this exper-
imental temperature range because both densities are similar as well as the
solvent diameters. Therefore, the Kister–Redlich equation can be reduced to
be a function of molar fractions of glycerol as following:

𝜌(𝑥1) = 𝑥1𝜌1 + 𝑥2𝜌2 + 𝑥1𝑥2𝑎1 (3.5)

where 𝜌1 and 𝜌2 are the densities of pure glycerol and DMSO which are 1.26
and 1.10 g mL−1 and the coefficient 𝑎1 is given in table 3.2[74]. The solvent
diameters of the pure glycerol and DMSO are similar which are 5.47 and 5.13
Å, respectively. The diameters of the DG mixture is also assumed to be in-
dependent of the temperature. The solvent diameter is approximated to be a
linear combination of the molar fractions of glycerol. The formula is written
as

𝜎𝑠𝑜𝑙𝑣. = 𝜎1𝑥1 + 𝜎2𝑥2 (3.6)

where 𝜎1 and 𝜎2 are the solvent diameters of glycerol and DMSO, respectively.

The pair correlation function 𝑔(𝑟) of the solvents is another important
quantity. The function can be obtained from the Percus-Yevick approximation
to the Ornstein–Zernike equation. The exact solution of the Percus–Yevick
integral equation for hard spheres was first obtained in [127]. A MATLAB code
to generate this function is taken from the chapter 8 in the book, Scattering
of Electromagnetic Waves[128]. The code requires the solvent diameter 𝜎𝑠𝑜𝑙𝑣.
and the packing fraction as inputs. The packing fraction of a liquid is 0.4 - 0.5.
The packing fraction of a liquid can be roughly estimated as 𝜌

𝑀𝑊𝑁𝐴
𝜋
6𝜎

3
𝑠𝑜𝑙𝑣..

The packing fraction of the mixtures deviates less than 10% comparing to the
pure DMSO. Moreover, a theoretical work of binary mixtures indicates a small
difference of the packing fraction and 𝑔(𝑟) when the pure solvents have similar
diameters and densities[129]. Figure 3.5 shows 𝑔(𝑟) for pure solvents obtained
from the MATLAB code. The peaks and valleys of the generated curves are
well in agreement with the x-ray and neutron scattering studies[130].
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Figure 3.5: (left) The radial distribution function of DG mixtures; the data
were calculated using the MATLAB code; the packing fraction is 0.4 and the
solvent diameters are 5.13, 5.25, 5.31 and 5.35Å; (right) the ratio of 𝑔(𝑟) com-
pared to the one obtained from the pure DMSO (black line); the increasing
solvent diameter is from black to cyan colors.

The longitudinal dielectric relaxation time 𝜏𝐿 is another ingredient enter-
ing the electron transfer reactivity, eq. (2.19). This quantity is taken from a
study of the C153 solvation dynamics in DG mixtures[74]. The results show a
correlation of 𝜏𝐿 and 𝜂 in the following form:

𝜏𝐿 = 𝑡𝑙1 ln

(︂
𝜂

𝜂0

)︂
+ 𝑡𝑙2 (3.7)

where 𝑡𝑙1 and 𝑡𝑙2 are the fitting parameters which equals to 0.552 and 0.603 ps,
respectively. The reference viscosity 𝜂0 is 1 cP. The fitting of the experiments
with eq. (3.7) is shown in fig. 3.6 as well as the fitting quality.

Figure 3.6: Dependence of 𝜏𝐿 from C153 in DG mixtures as a function of 𝜂
(circle) measured from the fluorescence time resolved techniques[74] and (line)
calculated from eq. (3.7)

4-Cyano-4’-pentyloxybiphenyl or 5CB was bought from TCI, purity 98.0%,
CAS 40817-08-1. The compound was used without further purification. The
as received compound color is white at room temperature and becomes clear
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above 40°C. This is coherent with the specification from the supplier. The color
is white because the color mainly comes from the light scattering. The nematic
to isotropic transition temperature 𝑇𝑁𝐼 of the as received compound was mea-
sured using thermogravimetric analysis combined with differential scanning
calorimeter model Calvet 111 from Setaram. The 𝑇𝑁𝐼 is 307.9 K, while the
literature value is 308.2 K[98]. According to the transition temperature, it is
reasonable to assume that the 5CB purchased is of high purity. Moreover, the
absorption spectrum shows no sign of the impurity absorption in the range 300
- 800 nm[131, 132]. The physical properties of 5CB at different temperatures
were collected from the literature[98, 46, 48] and listed in table 3.3.

Table 3.3: Density, refractive index, dielectric constant and viscosity of 5CB
at different temperatures

Temperature/K 𝜌/g mL−1 𝑛𝐷 𝜖 𝜂/cP
293.15 1.0280 1.72/1.53 20.0/6.0 28/52
303.15 1.0175 1.70/1.54 17.1/7.5 20/30
313.15 1.0050 1.59 11.4 21.14
323.15 1.0003 1.58 11.4 14.33

Note: Properties in the nematic phase are represented as the
parallel/perpendicular values.

In order to calculate the electron transfer reactivity in LCs, we need to know
the solvent relaxation time 𝜏𝐿 and the pair correlation function 𝑔(𝑟, 𝜃) addi-
tionally to the above listed properties. It is not trivial to define the solvent
relaxation time in LCs because dielectric spectroscopic measurements show
multiple components over several time scales[133, 134, 135]. The relaxation
times reported by several groups diverge from few picoseconds to few tens of
nanoseconds depending on the techniques[109, 134, 136, 47]. In view of the
lack of congruence in the reported values, the relaxation time in this study is
set as a free parameter.

The pair correlation functions in liquid crystals can be obtained from the
solution of the Ornstein–Zernike equation or the Monte Carlo simulations. Un-
fortunately, there is no analytical solution to the Ornstein–Zernike equation
for the nematic liquid crystals. We performed the MC simulations in the NVT
ensemble to obtain the correlation functions in the nematic and isotropic liquid
crystals. The NVT ensemble is a canonical ensemble where the particle num-
ber, volume and temperature of the system are constant. In the simulations,
the molecular shape of 5CB was modeled as hard prolate spherocylinders with
elongation of 1.64 nm and diameter of 0.36 nm[137]. The cubic simulation
box contains 2500 spherocylindrical particles 𝑁 . The box size was adjusted
to obtain the densities 𝜌 in the nematic and isotropic phases, 1.01 g mL−1

at 293.15 K and 0.90 g mL−1 at 323.15 K, respectively. These values are in
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agreement with the phase diagram calculated by Bolhuis and Frenkel for hard
spherocylinder fluids[137].

Figure 3.7: A spherocylinder model for MD simulation to generate the 5CB
potential in the nematic and isotropic phases

As an initial configuration, the particles were seated parallel to each other
in the hexagonal lattice. All of the lattice points were not fully occupied be-
cause it was adjusted to the given density. First, one million MC cycles were
performed to equilibrate the system. Each MC cycle consisted of 𝑁 attempted
displacements of randomly chosen particles. The maximum displacement was
adjusted to obtain an averaged acceptance of approximately 40%. During the
equilibration, the nematic order parameter was monitored. The order param-
eter was calculated using a standard procedure of diagonalizating the order
parameter tensor[138]. After the equilibration, the order parameter did not
change out of the typical statistical fluctuations and the lattice was completely
melted. The average order parameter in the nematic and isotropic phases were
0.736 ± 0.001 and 0.060 ± 0.001, respectively.

The evaluation of the pair correlation function 𝑔(𝑟, 𝜃) are performed using
the equilibrated configuration. The simulation procedures follow the one in
the equilibration step. One million MC cycles were employed to generate the
statistical average pair correlation of the system. The pair correlation function
is defined as

𝑔(𝑟, 𝜃) =
1

𝑁𝜌2𝜋𝑟2 cos 𝜃

⟨ 𝑁∑︁
𝑖

𝑁∑︁
𝑗 ̸=𝑖

𝛿(𝑟𝑖,𝑗 − 𝑟)𝛿(𝜃𝑖,𝑗 − 𝜃)

⟩
(3.8)

where 𝑟𝑖,𝑗 and 𝜃𝑖,𝑗 are the coordinates of the vector position from 𝑖 to 𝑗 in the
spherical coordinates. In the simulation the Dirac delta function is replaced by
unity in a small range of width 𝑙/(2𝑛ℎ𝑖𝑠𝑡) around 𝑟, with 𝑙 being the size of the
simulation box and 𝑛ℎ𝑖𝑠𝑡 being the number of divisions used in the histogram
set to 200. 𝑔(𝑟, 𝜃) was evaluated and accumulated in an histogram with 𝑛ℎ𝑖𝑠𝑡
divisions during the simulation.

The potential surfaces obtained from the MC simulations in the nematic
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and isotropic phases are shown in fig. 3.8. The potential surface in the nematic
phase is clearly angular dependent. It shows short range correlation at 𝜃 = 90°
or in the plane perpendicular to the director, while the long range correlation
appears at 𝜃 = 0°. On the other hand, the potential surface in the isotropic
become more homogeneous. There is a small fraction of the short range and
angular correlations. This remaining angular dependent in the isotropic phase
leads to non zero value of the order parameter. The potential surface in the
nematic phase is represented at three angles and three distances as shown in
fig. 3.9.

Figure 3.8: The potential surfaces calculated from the pair correlation function
of the hard prolate spherocylinders in (left) the nematic phase and (right) the
isotropic phase; 𝜎𝑠 denotes the solvent diameter.

Figure 3.9: The potential curves as a function of (left) distance at a given
angle and (right) angle at a given distance; the angles in the left panel are 0,
45 and 90°, black, green and cyan lines, respectively; the distances in the right
panel are 𝜎, 𝜎 + solvent radius and 𝜎 + solvent diameter, black, blue and
red, respectively; the dash lines in the left panel mark the chosen distance; 𝜎𝑠
denotes the solvent diameter.

The potential as a function of the distance in the plane perpendicular to the
director has the first minimum above the solvent diameter because of the small
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disorder. The second minimum in the potential marks the second shell of the
solvent molecules. The potential as a function of the distance increases and
reaches the maximum in the plane parallel to the director. At this angle, the
potential function shows the first minimum at 5.5 times 𝜎𝑠. This number corre-
sponds to the aspect ratio of the solvent shape, (1.64 + 0.36)/0.36 = 5.55. The
angular dependent potential curve has the maximum difference at the first sol-
vent shell and the difference decreases with the distance. The potential surface
becomes homogeneous after 7 times 𝜎𝑠. This potential surface is implemented
into the calculation by assigning the first solvent shell as the contact distance
and imposing into the space coordinate of the diffusion-reaction equation.

3.1.3 Sample preparation

The sample preparation for the fluorescence quenching study in DG mixtures
was performed according to the scheme 3.1. First, DMSO and glycerol were
weighted and mixed. A portion of this DG mixtures was kept to perform
blank measurements. Second, the mixture and dye were combined to have
a stock solution with optical density of 0.2 in 0.1 mm quartz cuvette. The
quartz cuvette model 20C from Starna is a demountable cell with 0.1 mm path
length. Third, the stock solution was weighted and divided into four portions.
Three portions were mixed with three specific pure quencher volumes to have
three different quencher concentrations, namely cq7, cq13 and cq18. The first
portion is called cq0 because it does not contain the quencher. The other
three solutions differ by the quencher concentrations and the increasing num-
ber represents the increasing quencher concentration. This division method is
implemented to control the dye concentration for all solutions, while quencher
mixing does not change the dye concentration. Fourth, each quencher concen-
tration was weighted and mixed with the cq0 solution. This step generates 18
solutions with quenchers and one solution without quencher, 19 solutions in
total. The final solutions have OD of 0.2 at the maximum absorbance. The
sample preparation in 5CB is a bit different because the solubility of dyes is
low. A few mg of dyes was added to 5CB at 323.15 K. The solution was stirred
and heated up to 50°C over 2 - 3 hours. The hot solution was filtered two times
with PTFE filters, pore size of 0.20 µm from CarlRoth. From this stock solu-
tion, the quencher mixing follows the procedure in scheme 3.1. For PeDMA in
5CB samples, the solution was prepared with the same method as described
before but without adding quenchers.
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Scheme 3.1: A diagram explaining quencher concentration mixing for dyes in
DG mixtures

To study the spectroscopic properties of samples, the solution was filled
in a quartz cuvette. The samples from DG mixtures were prepared at room
temperature, while the samples from 5CB solutions were prepared at 323.15
K and left to be cooled at room temperature. The demountable cuvette con-
sists of one grooved window which determined the path length and another
flat window. When closing the cuvette with the solution inside, the grooved
window was fixed and the flat window was moved. The director and molecular
alignment in nematic phase were investigated in using Polarized Optical Micro-
scope POM and polarized absorption spectroscopy which are described later
in this chapter. All spectroscopic measurements of dyes in DG mixtures and
5CB were measured in the same cuvettes. There was no sealing or degasing of
the samples or solutions. The effect of the oxygen quenching is estimated to
be less than 5% as mentioned earlier in section 3.1.1.

3.2 Measurements and equipment calibrations

3.2.1 Polarized optical microscope, POM

The polarized light microscopy is a technique used to determine the optical
axis or the director of uniaxial materials like the nematic LCs. The technique
works with the fact that the nematic LCs has birefringence. The birefringence
describes a situation when a ray of light traveling through a material gets sep-
arated in two of perpendicular polarizations. To determine the optical axis
of the birefringence material using the crossed polarizing microscope, let us
consider the situation in fig. 3.10. The polarizer (P) is oriented in an east-west
direction and the analyzer (A) is oriented in the north-south direction. The
optical axis of the birefringence material (red rectangle) is the long axis of the
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sample. The axis aligns parallel to the direction of the polarizer in the left
panel. In the left panel, light passes through first the polarizer and then the
sample. The polarization after the polarizer is parallel to the optical axis, and
thus only a small portion arrives to the analyzer. This gives a dark image
when viewed from the eyepieces which is located behind the analyzer. The
same observation occurs when the sample is isotropic. On the other hand, a
bright image is obtained when the sample is rotated at 45° as the right panel.
The light after the polarizer is decomposed into two polarization according to
the ordinary (o) and extraordinary (e) refractive indices. The amount of light
passed to the analyzer is a sum of these vectors (R). By taking the image of
LCs at different angles using POM, one can determine the nematic director.

Figure 3.10: A birefringence specimen under the crossed polarizing light micro-
scope; (left) the optical axis is parallel to the polarizer and (right) the optical
axis is rotated 45°; the red rectangle represents the birefringent material; P
and A denote the polarizer and analyzer; o and e denote the ordinary and
extraordinary refractive indices; R is the sum vector of polarizations after the
material.[139] NOTE: Light propagates normal to the plane of this page, and
the detector is placed behind it. The upper panels show the polarization di-
rection after the sample, in red. The black lines represent the polarization
directions of P and A.

The images of LC samples were taken using a camera Nikon Eclipse E400
and a digital data conversion unit. The samples of R6G in 5CB in 0.1 mm
cuvettes were photographed in the nematic and isotropic phases at different
angles to assign the director. The results shown in fig. 3.11 indicates that
the director of the samples is parallel to the long axis of the cuvette. The
molecular alignment of 5CB on the quartz substrate was reported to be quasi-
planar in the bulk[140]. The planar alignment is a state of the alignment when
the molecular long axis is parallel to the substrate surface.
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(a) (b) (c)

(d)

Figure 3.11: POM images of the sample in the nematic phase when (a) the
cuvette’s long axis is parallel to the polarizer, (b) the cuvette is rotated 45°
from the polarizer and (c) the cuvette is rotated to be perpendicular to the
situation in (a); (d) the sample is heated to get to the isotropic phase.

3.2.2 Steady State Absorption

The absorption spectra of samples at controlled temperatures were measured
using Shimadzu UV 2700 and a Quantum Northwest temperature controller
LUMA40. The LUMA40 is a user customized Peltier-based temperature-
controlled cuvette holder with four optical ports as shown in fig. 3.12. It
has a simple base which is compatible for an optical breadboard. It is com-
patible with a standard 1 cm cuvette size. Four optical ports permit many
configurations for fluorescence measurements. The Peltier based temperature
controlling system works from -15 to +105°C with water as a coolant. This
model has a windowed jacket with dry gas purging allowing to work down to
-40°C. Moreover, the system can be extended to a wider temperature range,
-50 to +150°C. The certified product guarantees the temperature accuracy of
0.3°C and the temperature reproduciblity of 0.07°C. A magnetic stirring is
another useful feature for this model. The maximum stirring speed is 2500
rpm.
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Figure 3.12: A photograph of the LUMA40; there are four rectangles optical
ports, two connectors for the water flow, one connector for dry gas inlet and
an electrical communication port at the bottom right.

The 0.1 mm cuvette was combined with 1 cm cuvette adapter to be used
in LUMA40. Two calibration measurements were performed to verify the tem-
perature inside the samples and the thermal equilibrium time for the samples.
The optical method for monitoring temperature in spectrophotometric analyz-
ers was employed. The method tracks the absorbance of the 3,5-Dinitrosalicylic
acid DNS in KOH solution at 480 nm[141]. Therefore, a reference measure-
ment of DNS in KOH solution was first performed using Shimadzu UV 2401PC
and temperature controller TCC240A CE. This instrument as a reference is
calibrated annually. The temperature readouts in this calibration were taken
after 10 minutes when there is no fluctuation of the readouts. A correlation
of setting and actual temperatures for the LUMA40 using the absorbance-
temperature function from the reference measurements is shown in fig. 3.13.
The correlation of setting and actual temperatures obeys a linear function as
following:

𝑇𝑠𝑒𝑡 = 𝑚𝑇𝑎𝑐𝑡𝑢𝑎𝑙 + 𝐶 (3.9)

where 𝑚 and 𝐶 are the coefficients of the fitting which are 1.02 and -4.95
K, respectively. The difference between the setting and actual temperatures
is less than 1.5 K in the experimental temperature range used in this work
(293.15 - 323.15 K). Hence, there is no correction applied to the setting tem-
perature. Another calibration is to find a thermal equilibrium time for the
measurements. The absorbance of the DNS in KOH solution at 480 nm was
recorded as a function of time. The absorbance was subtracted with the initial
absorbance and normalized by the maximum absorbance. This time dependent
quantity is called 𝐴(𝑡). The time traces in fig. 3.13 shows 𝐴(𝑡) for different
setting temperatures. Each curve recording started from 15°C below the set-
ting temperature. The curve for 45°C has a delay on the start time. From
the results, it takes approximately 5 minutes to reach 90% of the maximum
absorbance for all setting temperatures.
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Figure 3.13: LUMA 40 calibrations for (left) the actual and setting temperature
correlation and (right) time traces obtained from three setting temperatures

The wavelength position from the monochromator was also calibrated us-
ing a holmium glass filter from Hellma. The holmium glass filter spectrum was
measured as a reference spectrum with the slit width of 0.5 nm. This filter is
used as a reference because of its narrow bands and reliability. The absorption
spectrum and the correlation function between the reference peak positions
and the measured peak positions are shown in fig. 3.14. The result indicates
the difference of 0.45 nm. This is within the slit width of the measurement.
Therefore, there is no need to correct the result of the absorption measure-
ments.

Figure 3.14: (left) The absorption spectrum of the holmium glass filter and
(right) the linear correlation function of reference and measured absorption
peaks; Circles represent absorbance peaks and the line indicate the correlation
function.
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The absorption spectra were obtained in the range of 350 - 800 nm with
a monochromator slit width of 1 nm. The absorption spectra of dyes in DG
mixtures were measured against air as well as the DG mixtures without dyes.
All of the spectra were processed after the measurements. The spectra of dyes
in DG mixtures were simply subtracted with the corresponding spectra of DG
mixtures. The spectra were converted into the transition dipole moment spec-
trum. The TDM representation was obtained using a description from the
literature[142]. The absorption spectrum was multiplied by the wavelength in
nm to get the TDM spectrum. The TDM representation against energy is a
proper representation to estimate the photophysical properties of fluorophores
because it allows direct comparison with the fluorescence emission spectra.

The absorption spectrum of dyes in LCs shows anisotropy, meaning sen-
sitivity to the polarization state of light. Therefore, two identical polarizers
were installed in the light path of the sample and the reference[143]. Two
components of the absorption anisotropy are parallel and perpendicular ab-
sorption, 𝐴‖ and 𝐴⊥, respectively. The 𝐴‖ spectrum was measured by setting
the polarizers parallel to the director in the nematic phase and the 𝐴⊥ spec-
trum was measured when the polarizers were rotated 90° with respect to the
parallel measurement. The spectra of dyes in LCs were also measured against
air as mentioned earlier. The absorption of the samples in 5CB consists of the
5CB absorption band around 300 nm and a portion of light scattering in the
nematic phase. It was found that this additional dispersion in the absorption
spectra in nematic LCs could be well reproduced using the function

𝐴(𝜆) = 𝑎1 exp

(︃
− (𝜆− 𝑎2)

𝑎3

)︃
+ 𝑎4 (3.10)

where 𝑎1 - 𝑎4 are free parameters for the fitting. The fitting of the background
absorption is performed where there is no dye absorption. For example, the
R6G absorption band in the nematic phase is in the range of 440 - 600 nm. The
background absorption fitting range in this case is composed of the regions 420
- 440 nm and 600 - 700 nm. The fitting results shown in fig. 3.15 indicate the
validity of this background subtraction method. The background absorption
spectra of 5CB with and without dyes are not the same. This is due to the
addition of dyes decreases the order.

The parallel and perpendicular absorption spectra were taken to calculate
the order parameter 𝑆𝐴 of dyes in LCs[143]. The equation reads

𝑆𝐴 =
𝐴‖ −𝐴⊥

𝐴‖ + 2𝐴⊥
(3.11)

where 𝐴‖,⊥ is an integrated area of the dye absorption band for parallel or
perpendicular measurements, respectively. The order parameter 𝑆𝐴 represents
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the average angle of the transition dipole moment of dyes with respect to the
polarized light.

(a)

(b)

Figure 3.15: (left panel) Absorption spectra (line) and background fitting
(dash) of (a) nematic 5CB at 293.15 K and (b) R6G in nematic 5CB at 293.15
K, (right panel) absorption spectra after subtraction of (a) nematic 5CB at
293.15 K and (b) R6G in nematic 5CB at 293.15 K

3.2.3 Steady State Fluorescence

The emission spectra of samples at controlled temperatures were measured
using Horiba Fluorolog 3 and Quantum Northwest temperature controller
LUMA40. Fluorolog 3 is a commercial spectrofluorometer which has a big
sample chamber. The sample in 0.1 mm cuvette together with LUMA40 was
combined with an adapter to fit in the sample chamber. It was placed at the
focal plane for the Front Face (FF) configuration. The FF configuration col-
lects the emission from the sample front as shown in scheme 3.2. The position
of the focal is measured by finding the position of the sample which gives the
maximum emission intensity. The excitation beam is polarized at the polarizer
(P1) and reflected at the flat mirror (M1) to the parabolic mirror (M2). The
excitation beam is focused in the center of the sample. The emission beam
is collected using the parabolic mirror (M3) from the same focal plane at 𝜃
= 22.5° with respect to the excitation beam. This emission collection angle
determined experimentally gives the same value as provided by the supplier in
the manual. The emission is directed from the M3 to the flat mirror (M4) and
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reflected to the polarizer (P2). The polarized emission after the P2 is recorded
in the detection compartment module which is not shown here.

Scheme 3.2: A scheme of the sample compartment module in the Fluorolog3
for the front-face configuration consisting of 2 polarizers (gray rectangles), 4
mirrors (blue rectangles) and one sample holder (opaque green)

Table 3.4: Measurement conditions for emission and excitation spectra using
Fluorolog 3

PeDMA in 5CB Pe in DG/5CB R6G in DG/5CB
Em. Ex. Em. Ex. Em. Ex.

Ex. 𝜆/nm 400 250 - 600 400 250 -600 500 250 - 600
Slit/nm 3 2 1 - 2 2 4 - 6 2
Pol./Degree 0 0 0 0 0 0
Em. 𝜆/nm 390 - 850 550 390 - 650 500 490 - 750 580
Slit/nm 2 2 - 3 2 2 - 3 2 5 - 6
Pol./Degree 54.74 54.74 54.74 54.74 54.74 54.74

The emission and excitation spectra of samples were collected according to
the parameters listed in table 3.4. Three calibrations were performed to verify
the reproducibility of the measurements including monochromator calibration,
wavelength sensitivity and polarization anisotropy. The emission and excita-
tion spectra were corrected only for the wavelength sensitivity after recording.
The monochromator correction is neglected because the monochromator cali-
bration shows the deviation smaller than 0.16 nm, 10% of the slit width. For
the monochromator calibration of Fluorolog3, 4 spectra were collected with slit
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width of 0.2 nm. The measurements were conducted according to fig. 3.16a.
Two excitation spectra with fully open emission slit were collected – with and
without Spectralon. The Spectralon is placed in the sample holder in 3.2.
Spectralon is a fluoropolymer which has high diffuse reflectance over the ul-
traviolet, visible and near-infrared regions of the spectrum. The material can
be formed into any shapes or coated on any surfaces. The shape of the Spec-
tralon in this calibration is a prism. These two spectra were used to calculate
absorbance and locate the peak positions. The same setting were applied for
measuring emission spectra with and without Spectralon. The peaks positions
obtained from excitation and emission spectra were plot to find the correla-
tion in fig. 3.16b. The differences are also less than wavelength resolution.
Therefore, there is no need for the correction.

(a) (b)

Figure 3.16: (a)Measurement setup for Fluorolog3 monochromator calibration
and (b) linear correlation function of peak positions from Shimadzu UV2700
and and Fluorolog 3

For the wavelength sensitivity calibration in the emission detection, a set of
secondary emissive standards were measured according to the literature[144].
The secondary emissive standards are Tryptophan, 𝛼-NPO, TPB, Coumarin
153, DCM and LDS 751 solutions. The recorded spectra ranging from 300
nm to 800 nm were processed with respect to the provided standard emission
spectra. Finally, an emission correction curve was generated and used to cor-
rect the emission spectrum. For the wavelength sensitivity calibration in the
excitation detection, a concentrated solution of Rhodamine B was measured
according the operation manual from Horiba[145]. The excitation spectrum of
the concentrated Rhodamine B was measured at the emission wavelength of
650 nm. The excitation correction curve was applied to the excitation spec-
trum. Both correction factor the emission and excitation detections are shown
in fig. 3.17.
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Figure 3.17: Correction factor curves for (left) the emission detection and
(right) excitation detection for the Fluorolog 3 spectrofluorometer

3.2.4 Spectral characteristics

The absorption, emission and excitation spectra in this study were obtained
as a function of wavelength because the detection system uses a diffraction
grating. In order to extract 𝐸00, it is better to transform the experimental
data to the transition dipole moment representation TDM[142]. The average
of the maximum absorption position and the maximum emission position of
the spectra in the TDM representation defines 𝐸00. For further analysis, the
first and second moments of the absorption and emission spectra are defined
as follows:[146, 147]

𝑚1 =

∫︁
𝜈𝑆(𝜈)𝑑𝜈,

𝑚2 =

∫︁
(𝜈 −𝑚1)

2𝑆(𝜈)𝑑𝜈,

(3.12)

where 𝑆(𝜈) is the area normalized spectrum of interest. 𝑚1 corresponds to the
average spectral position, while 𝑚2 is the spectral variance. Hence,

√
𝑚2 is

the spectral width. The first and second moments are employed to represent
the spectral properties instead of the conventional peak and width.

3.2.5 ns-Time Resolved Fluorescence

ns-Time resolved fluorescence decays were obtained from TCSPC measure-
ments. The home-made TSCPC setup consisted of (i) picosecond pulsed laser
diodes from PicoQuant, model LDH-P-C-375 and LDH-P-C-520, (ii) a picosec-
ond pulsed laser driver from PicoQuant, model PDL 800-D, (iii) a double grat-
ing monochromator, model CM110 from Spectral Products, model cm-110, (iv)
a photomultiplier tube model PMC-100 from Becker and Hickl and (v) a single
photon counting card from PicoQuant, model Time harp 100. The excitation
frequency was 10 MHz and the power was controlled using a variable ND filter
wheel from Thorlabs, model NDC-50C-2M. The laser diode was placed at 5.5°

46

http://rcin.org.pl



3.2 Measurements and equipment calibrations

to the main axis to avoid reflections of the excitation into to the detector. The
polarization was set to S-polarization. The polarization state of the source was
determined by the reflected light from a piece of borosilicate glass. The reflec-
tion of S-polarization vanishes at the Brewster angle. A Glan-Taylor polarizer
was set to magic angle and placed after the sample. A longpass filter was
placed before the monochromator to remove scattered excitation. The fluores-
cence decay was selected at the maximum emission wavelength with a band
width of 1.2 nm. The scheme is shown in scheme 3.3. IRF was measured by
collecting scattered photons at excitation wavelength in the LUDOX solution.
The FWHMs of the IRFs measured from LDH-P-C-375 and LDH-P-C-520 are
0.31 and 0.66 ns, respectively.

Scheme 3.3: TSCPC setup scheme to measure samples at a controlled temper-
ature in LUMA40; the excitation is S-polarization and the emission is collected
at the magic angle; the excitation angle is not drawn to scale.

3.2.6 fs-Time Resolved Fluorescence

The measurements of fs-time resolved fluorescence were performed using a
setup described by Wnuk and co-workers[148]. The setup consists of several
modules including a seed laser, a two-stage regenerative amplifier, two tun-
able non-collinear optical parametric amplifiers NOPAs, an Andor spectrome-
ter and a Hamamatsu EM-CCD camera. The seed laser is generated using a
Ti:Sapphire oscillator centered at 795 nm. This seed laser is amplified with a
high power laser of 18 W at 532 nm. The compressed amplified beam (795 nm,
4W and 5kHz) is used to generate the excitation and gate beams in NOPAs.
The tunable excitation wavelength range is 475 - 790 nm and the polarization
is set to the magic angle (54.74°). The gate wavelength is fixed at 1020 nm.
The fluorescence from the sample is converted in a 0.2 or 2.0 mm BBO with
the gate beam. The different incident angles of the beams with respect to the
BBO surface convert different parts of the fluorescence spectrum. The output
signal is detected with the spectrometer and camera.

The Fluorescence Optically Gated technique FOG takes benefit from the
optical non linear processes to gate the fluorescence reaching a time resolution
of < 100 fs. The basic idea of FOG technique as shown in scheme 3.4 is
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explained as follows. A short excitation pulse (blue line) produces a broad
fluorescence (green line) in the sample. Another short pulse with a longer
wavelength than the excitation is the gate pulse (red line). The gate pulse gets
reflected by mirrors in the delay stage generating the delay time (𝜏𝑑𝑒𝑙𝑎𝑦) to
meet the fluorescence pulse in the non linear crystal, BBO. If both pulses meet
in the crystal with an appropriate angle also known as the phase matching
condition, sum frequency photons are generated only during the time when
the gate pulse is present in the crystal thus keeping the time resolution within
the pulse width. The generated photons form an upconverted pulse (magenta
line).

Scheme 3.4: A scheme of the time resolved fluorescence upconversion setup

Scheme 3.5: A piece of the fluorescence pulse at the delay time 𝜏𝑑𝑒𝑙𝑎𝑦 is up-
converted into a higher frequency pulse

The time trace of the fluorescence evolution is recorded as shifting the delay
time in the gate pulse as shown in scheme 3.5. The delay stage in this setup
is 50 cm long which gives a maximum delay time of 1.7 ns. The IRF for this
technique is determined by the cross correlation measurement of the excitation
and the gate pulses. The best IRF for this setup is 80 fs.
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Regarding the optical technique, there are several limits in the detection
system such as mirror transmittance, wavelength range of the spectrograph,
second harmonic of the gate and sensitivity of the CCD camera. Accord-
ing to the sum frequency generation using the gate wavelength of 1020 nm,
the detectable emission wavelength range is 380 - 800 nm including the lim-
its mentioned before. The crystal thickness also governs the pulse duration
of the upconverted pulse. There are two BBO crystals in this study which
give the IRF of 80 - 720 fs depending on the measurement conditions. The
phase matching condition is the crucial requirement to detect the upconverted
photons from the fluorescence. The time resolved FOG measurements of the
fluorescence quenching at different temperatures and quencher concentrations
were performed under the same conditions. The intramolecular electron trans-
fer study at different temperatures were performed as mentioned in table 3.5.

Table 3.5: Measurement conditions for FOG

PeDMA in 5CB Pe in DG or 5CB R6G in DG or 5CB
Ex. 𝜆/nm 400 400 500
Polarization/degree magic angle S S
Excitation filter ZUL422 ZUL422 ZUL530
Gate 𝜆/nm 1020 1020 1020
BBO thickness/mm 0.2 2.0 2.0
Up-converted filter ZUS450 ZUS385 ZUS450
IRF/fs 220 - 240 700 - 720 380 - 390
Note: ZUL – longpass filter and ZUS – shortpass filter

In order to control the uncertainty of the FOG measurements, the mea-
surement conditions for the intramolecular and intermolecular electron transfer
studies are strictly controlled and summarized in table 3.5. The fluorescence
decays for the fluorescence quenching were recorded at a narrow wavelength
range and using a thick BBO crystal to maximize the upconverted signal. The
excitation power was 0.1 - 0.3 mW measured before the sample. The exci-
tation beam size is ≤ 1 mm2 in the sample. The sample was placed in the
LUMA40 to control the temperature. The LUMA40 was attached to a auto-
matic translation stage. The computerized translation stage consists of two
stepper motorized actuators (model ZST213B), two step motor drivers (model
KST101) and one 3-Axis translation stage (model RB13M/M) from Thorlabs.
The speed and displacement were controlled to produce a Lissajous movement
of the samples in order to avoid photobleaching. The Lissajous movement
covers area of 3x6 mm2. This small area is limited by the optical window of
LUMA40. The sample movement was set to be perpendicular to the excita-
tion beam and the emission was collected by a Schwarzschild objective with a
numerical aparture of 0.52. The output beam after the objective was shaped
using an iris to have a constant image shape at the BBO. Later the fluorescence
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beam was gated in the BBO crystal and the upconverted signal was detected
using a CCD camera from Hamamatsu.

In the case of the intramolecular electron transfer study, it is necessary to
collect the whole spectrum with the shortest time resolution. For example, the
kinetics of PeDMA in THF happens from 100 fs[95] and the steady state emis-
sion spectrum covers 450 - 750 nm. Therefore, two calibrations were performed
including that of the monochromator wavelength and wavelength dependent
sensitivity in the detection system. First, the monochromator wavelength was
calibrated using mercury-argon lamp (model HG-1) from Ocean Optics. The
mercury-argon lamp output was coupled with a fiber optics (model ML92L)
from Thorlabs which transmits 250 - 1200 nm. The fiber optics output was
directed to the entrance of the spectrograph. The spectrum of the mercury-
argon lamp has many sharp lines from 250 nm to 950 nm. Hence, the spectrum
recordings were performed in small wavelength windows using the grating type
1 in the Andor monochromator, 150 grooves/mm, slit width of 100 nm. The
pieces of spectra were combined into a whole spectrum. The peak positions
of the measured spectrum as shown in fig. 3.18 were correlated with the refer-
ence data provided by the supplier. A linear correlation of the measured and
reference peak positions gives a coefficient of 1 and a offset of 14.65 nm with
the fitting quality 𝑅2 of 1.000

Figure 3.18: (left) A spectrum of Hg-Ar lamp with peak position marked as
circle and (right) a linear correlation between the measured data and reference
data

Second, the wavelength sensitivity in the detection system was calibrated
using a set of secondaty emissive standards including BBOT, C6H, C153 and
DCM according to the reference[95]. The long time spectra of the standards
were taken at the delay time of 250 ps where there were no difference between
this spectrum and the spectrum at the end of the delay stage, the delay time
of 1.2 ns. The correction curve was generated similar to the procedures men-
tioned in the reference[144]. The correction curve was measured before each
of the sample measurements.
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In order to acquire the PeDMA kinetics in 5CB, the measurement was
performed using the condition mentioned in table 3.5 and followed three con-
secutive steps as follows (i) the measurement of 4 standard spectra, (ii) the
measurement of PeDMA and (iii) the measurement of 5CB. The total time of
the measurement is 4 - 6 hours. The measurement of the 5CB is necessary be-
cause the second harmonic generation was intense and the position lies within
the sample spectrum. The most time consuming measurement is the sample
measurement.

The sample measurement suffers from many problems such as low dye con-
tent, excitation scattering in the nematic phase, high photobleaching in the
nematic phase, second harmonic generation of the gate and therefore low sig-
nal to noise ratio. About the dye content in 5CB, increasing the dye content
decreases the molecular order in the nematic phase and leads to the dye segre-
gation. Increasing the illumination area while moving the sample can reduce
the photobleaching problem. As discussed earlier about the small movement
area of 18 mm2, there is no indication on the area needed to avoid this prob-
lem. One has to consider that the dye lies in the tight nematic phase and it
is not likely to diffuse away. Moreover, increasing the sample displacement
also risks the sample plane to be not perpendicular to the excitation beam.
Increasing the fluorescence before the BBO crystal can reduce the second har-
monic generation of the gate as well as increase the signal to noise ratio. All
of the improvement proposed here are beyond the capability of this setup. A
new scheme of the measurement is needed to overcome the photostability and
signal conversion problems.
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Results and Discussion

Two kinds of the electron transfer reactions are studied in this work : in-
tramolecular and intermolecular. Both kinds of the electron transfer reactions
are performed in DG mixtures as well as liquid crystals at different tempera-
tures. The study of the intramolecular electron transfer reactions employs a
donor covalently linked to an acceptor molecule. The theoretical predictions
in terms of the GSE and GLE are compared with the experiments. This is dis-
cussed in the first section. In the second section, the intermolecular electron
transfer reactions are studied using one donor and two acceptors. One pair of
the donor and acceptor is similar to the intramolecular electron transfer study.
The diffusion-reaction kinetics is studied based on the fluorescence quenching.
The reactions in DG mixtures are used as a reference study to extract the
electron transfer parameters. In LCs three different reaction-diffusion models
with increasing level of anisotropy are compared to the experiments. Their
capabilities are discussed.

4.1 Intramolecular electron transfer

Most of the results published about reactions in liquid crystals, are about in-
tramolecular reactions (besides some reports of reactions between the solute
and the LC itself)[23, 25, 26, 149]. Therefore, a good comparison in the present
work would be to start by studying a reaction between moieties similar to those
employed in the intermolecular study. We count on such a molecule: perylene
covalently linked to DMA. This molecule has been studied in Ref. [112] and
more recently in Ref. [95]. We summarize here some of the results presented
in the latter work and the attempt to expand the study to LC.

The following steps need to be performed in a study of this kind:
1. Identification of the reaction: the best way to determine if there is an elec-
tron transfer reaction is by means of transient absorption. As presented in the
mentioned publication, depending on the solvent, PeDMA shows either only a
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transient absorption band corresponding to the local excited state of perylene,
like in cyclohexane, or a continuously moving band in between the previous
band and the one of the perylene free radical anion. (see fig. 4.1 adapted Ref.
[95]).

(a)

(b)

(c)

Figure 4.1: Transient absorption spectra of (c) Pe and PeDMA in cyclohexane
after 5 ps; transient absorption spectra at a given time of (b) PeDMA in DMSO
and of (a) Pe and DMA (0.8 M) in acetronitrile; the corresponding times in
(a) are 0.5, 5, 10, 20, 50, 100 and 500 ps as indicated by the color from black
to cyan, respectively; the corresponding times in (b) are 0.2, 0.5, 1, 2, 5, 10
and 50 ps as indicated by the color from black to cyan, respectively;
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Interestingly, no isosbestic point can be identified in this spectral evolution,
in contrast to the clearly observed in the reaction between the freely diffusing
perylene and DMA. This indicates that in the intramolecular reaction there
is a charge shift from DMA moiety to perylene very likely with a coupling
between the states much larger than in the intermolecular reaction.

2. Construction of the potential energy surface. This is done by measuring
the steady state solvathochromism of PeDMA in a sufficiently large set of sol-
vents. Some of these spectra are shown in fig. 4.2. The absorption band shifts
to the red with increasing the solvent polarity but much less that the emission
spectra which go from a perylene like spectrum in low polar solvents with a
small Stokes shift, to a very broad red shifted spectrum in highly polar solvents.

Figure 4.2: Normalized absorption and fluorescence spectra of PeDMA in 5
selected solvents (black: n-hexane; blue: n-butyl ether; cyan: tetrahydrofuran;
red: butylronitrile; magenta: dimethylformamide)

In the mentioned publication, and as explained in the theoretical part, from
the position and shape of the absorption and emission of fluorescence bands,
the required parameters for the construction of the surface were obtained. The
results are shown in scheme 4.1 and table 4.1. It is worth mentioning that the
coupling for this intramolecular reaction is of 1.3 kK, or 160 meV, which is
about 6 times 𝑘𝐵𝑇 , in other words the reaction is clearly adiabatic. Therefore
the Marcus theory is inapplicable and one needs a Kramers like treatment as
presented in the theory chapter.
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Table 4.1: PeDMA-parameters establishing in solvents of arbitrary 𝜖 and 𝑛𝐷

State-specific
𝑖 = 𝑔 𝑖 = 𝑙 𝑖 = 𝑐

𝜇𝑖/D 3.26 5.8 33.2
𝜇𝑖𝑔/D 4.8 -2.2
𝑈𝑖/ℎ𝑐/kK 0 22.9 27.0

Common
𝐽/ℎ𝑐/kK 1.3
𝛼/Å3 71
𝑎/Å 7.76
2𝐷/ℎ𝑐𝑎3/kK 3.9

Scheme 4.1: Energy scheme depicting the relevant diabatic ( dashed blue, red,
and cyan lines) and adiabatic (dark and light gray) states and quantities. Note
that the ordinate has been set to zero by subtracting (𝑈𝑔− 1

2𝐵
tot
𝑔 𝜇2𝑔+𝐵el

𝑔 𝐷)/ℎ𝑐

3. Determination of the friction. The two models presented in the theory part
require the knowledge of the friction kernel (GLE) or the diffusion coefficient
over the FES (GSE) from an additional measurement. To this end a reference
molecular system showing a remarkable solvation dynamics (and well studied
[81]) with a known FES was measured. This system is coumarine 153, which
is assumed to have parabolic FES in the first two singlet states. Having these
FES, from the solvation dynamics one can obtain the mentioned quantities as
described in the theoretical section. All the parameters related to them are to
be found in the SI of the paper.

4. Recording of the spectral time evolution of PeDMA. In the original work
this was performed by means of fluorescence up-conversion recording the full
corrected spectra of the substance in many different solvents. In fig. 4.3 some
examples in solvents ranging from low polarity (isopropyl ether) to high po-
larity (dimethylsulfoxide) are shown. Clearly the amplitude of the spectral
changes increases with it. From these spectra the first and second moments
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are extracted. These are the observables, instead of the full spectra, which
are compared with the results of the simulations. As explained in the the-
oretical part, with assistance of the reference compound, the observable can
be simulated with the two models without any fitting parameters associated
specifically to the time resolved fluorescence measurements see fig. 4.4.

(a)

(b)

(c)

Figure 4.3: Time resolved emission spectra of PeDMA in (a) i-propyl ether, (b)
tetrahydrofuran and (c) dimethylsulfoxide at a given time; the corresponding
times are 0.2, 0.5, 1, 2, 5, 10 and 50 ps as indicated by the color from black to
cyan, respectively.
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(a)

(b)

(c)

Figure 4.4: Comparison of the experimental and simulated (c) 𝑚1𝑓 and (a)√
𝑚2𝑓 in three solvents. The experimental data denotes as black line. The

simulated data obtained from GLE and GSE denote as red and blue lines,
respectively. In addition, the relative difference of the simulated and the ex-
perimental𝑚1𝑓 , given by ∆𝑚1𝑓 = (𝑚𝑠𝑖𝑚

1𝑓 −𝑚𝑒𝑥𝑝
1𝑓 )/(𝑚𝑒𝑥𝑝

1𝑓 (𝑡 = 0)−𝑚𝑒𝑥𝑝
1𝑓 (𝑡 = ∞)),

is shown in (b).

The conclusion to which we arrived in the article is that both models are
quite capable of reproducing the experimental results in most of the solvents,
although the GLE showed better agreement with them. In a series of mea-
surements in DMSO-Gly at large viscosities both models failed. This was
interpreted as a failure attachable to the way the friction was extracted from
the reference compound: having different hydrogen bonding abilities, PeDMA
and C153 felt different frictions in H-containing solvents, like in rich Gly mix-
tures.

An interesting question rises about the large difference in the coupling ma-
trix element for electron transfer in the intramolecular and intermolecular cases
(as it was shown in [73] and we will see in this work later, the 𝑉𝜎 value obtained
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for the bimolecular reaction between Pe and DMA is about 40 meV). It could
be argued that the covalent bond is responsible for the difference. However,
a single non-aromatic bond doesn’t seem likely to couple strongly both aro-
matic moieties. The other possible explanation is that the configuration of the
perylene DMA couple in the bonded case is special in the sense that favours
a particularly large coupling. Some sort of chemical intuition imagines on the
contrary, that the largest coupling should correspond to the sandwich like com-
plex, rather than to the head-to-head one as it is the case in PeDMA, although
it is known that the charge density in the DMA radical cation is quite large
in the para position. In any case, this is beyond this work, but it is revealing
an important clarification in the coupling obtained from the application of the
Marcus expression in conjunction with the reaction-diffusion equation to the
bimolecular quenching: the obtained coupling matrix element at contact is an
average over a large number of configurations, and not the largest one.

In view of the above report, one could try to use the same strategy in LCs.
First steady-state absorption and emission spectra were recorded.

Figure 4.5: Normalized absorption and emission spectra of PeDMA in 5CB at
four temperatures, 293.15, 303.15, 313.15 and 323.15 K, from black to cyan
lines, respectively.

In the previous graph it can be seen that in 5CB the spectra resemble to those in
THF, so the degree of charge transfer is medium, as corresponds to the average
dielectric constant. With increasing the temperature, the absorption band
center shifts to the higher energy as well as the band width decreases. On the
contrary, the fluorescence band center slightly change with the temperature.
The fluorescence band width gets significantly boarder at high temperature.

Time resolved emission was recorded by means of TCPSC and fluorescence
up-conversion. A collection of the fit to the TCSPC can be found in table 4.2
(with all the details about the measurement and fit).
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Table 4.2: Fluorescence decay fitting parameters of PeDMA in 5CB at different
temperatures. The excitation wavelength is 400 nm and the polarization is S,
0°. The emission wavelength is 550 nm and the polarization is magic angle,
55°

Temperature/K 293.15 303.15 313.15 323.15
𝐴1 0.49 0.48 0.46 0.42
𝜏1/ns 1.6 1.3 1.0 0.8
𝐴2 0.51 0.52 0.54 0.58
𝜏2/ns 5.0 5.1 5.2 5.1
𝜏𝑎𝑣𝑔/ns 3.3 3.3 3.3 3.3
𝐴𝑖 is the component ratio of the 𝑖 lifetime.

(a) (b)

(c) (d)

Figure 4.6: Decay associated spectra of PeDMA in 5CB at (a) 293.15 K, (b)
303.15 K, (c) 313.15 K and (d) 323.15 K at time of 0.8, 95, 490 and 1140 ps,
from black to cyan, respectively.

The fits to the fluorescence decays give two lifetimes, one short and one long
lifetimes. Both of them are too short for this compound. The obtained life-
times are affected by the oxygen quenching. Moreover the average lifetimes
are independent of the temperature. The lifetime in THF is 20 ns[112]. The
spectra from the latter technique were corrected to remove the wavelength
dependencies of the collection as described in the experimental chapter. The
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attempts to perform these measurements lasted in between 4 to 6 hours due to
the low signal from the sample. The reason is the relatively low solubility of
PeDMA in 5CB. An additional complication comes from the slow degradation
of the dye over time. The illuminated total area inside the thermostated sam-
ple is relatively small and in the LC the renovation of the dye by diffusion too
slow. Unfortunately, these spectra are of a too low quality to performing any
further physical studies on the intramolecular reaction. An improved system
with a better S/N would be necessary.

4.2 Intermolecular Electron Transfer Reactions

Two different reactions were studied between an excited molecule acting as
electron acceptor and a ground state species as donor. The fluorophores/ac-
ceptors are R6G and Pe, and the donor DMpT. In order to investigate the
kinetics of these reactions the quenching of the fluorescence was monitored
by means of steady state and time resolved techniques. Reactions were stud-
ied in isotropic and anisotropoic media, namely DG mixtures and 5CB. The
measurements have been performed at four temperatures around the nematic-
isotropic phase transition of 5CB, namely 293.15, 303.15, 313.15 and 323.15
K. In the first section we present the data in DG mixtures and the fit to
them to extract the electron transfer parameters independent of the solvent.
A good agreement between the experiments and the diffusion-reaction model
is obtained. In the second section, the results in DG mixtures and LCs are
compared without further theoretical explanations. Then, the electron transfer
parameters obtained from the previous section are used to explain the results
in the LC at all temperatures with three reaction-diffusion models, namely
isotropic diffusion with centro-symmetric reactivity IC, anisotropic diffusion
with centro-symmetric reactivity AC and anisotropic diffusion with asymmet-
ric reactivity AA. Comparisons between three models are provided as well as
discussion.

4.2.1 Determination of the electron transfer parameters in DG

mixtures

Three electron transfer parameters were extracted from R6G-DMpT and Pe-
DMpT fluorescence quenching including the contact distance of the reactant
pair 𝜎, the coupling matrix element 𝑉𝜎 and the decay length of the coupling
matrix element 𝐿. The steady state absorption and fluorescence measurements
were employed to quantify the quantum yield ratio 𝜑(0)/𝜑(𝑐) and the zero vi-
bronic transition energy between the ground state and the first excited state
𝐸00. These two quantities, reactants’ properties and the solvent properties in
section 3.1.2 enter into the reaction-diffusion equation for the isotropic prob-
lem. The three electron parameters were obtained from the fitting of the model
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to the experimental data at different viscosities and temperatures.

4.2.1.1 Characterizations of reacting systems in DG mixtures

The samples of R6G-DMpT and Pe-DMpT in DG mixtures were prepared as
described in section 3.1.3. The steady state absorption and fluoresce spectra
of samples at different temperatures were measured according to section 3.2.2
and section 3.2.3. The spectra in TDM representation were used to quantify
the spectral properties including band center 𝑚1, band width

√
𝑚2 and 𝐸00.

The transformation of the spectrum in wavelength representation to the TDM
representation is explained in section 3.2.4. The absorption and fluorescence
spectra of R6G in DMSO and Pe in DMSO are shown in fig. 4.7 and fig. 4.8.
The fluorescence spectra of both were corrected for the wavelength sensitivity
and the inner filter effect. The inner filter effect leading to reabsorption of the
emitted light, occurs when the solution has a too high absorbance, typically
over 0.1, in a spectral region common with the emission. This effect can be
corrected by dividing a given spectrum with a factor 10−𝐴(𝜆)[150] where 𝐴(𝜆)
is the absorbance of the sample in the fluorescence wavelength window. The
R6G spectra do not show perfect mirror symmetry, in agreement with previ-
ous findings[151]. The peak position was used to calculate the zero vibronic
energy 𝐸00 =

𝜈𝑎+𝜈𝑓
2 . A justification of the use of peak position instead of 𝑚1 is

that what is needed to calculate the free energy of the reaction is the average
0-0 transition energy. From the shape of the spectrum we can approximate
that the position of the first peaks are proportional to the position of these
transition, while the 𝑚1 may contain deviations coming from the seemingly
not obvious photophysics of this molecule.

Figure 4.7: Normalized absorption and fluorescence spectra of R6G in DMSO
at 293.15 K; the excitation wavelength is 500 nm; the opened circles mark the
peak positions; the closed circle mark 𝐸00.
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Figure 4.8: Normalized absorption and fluorescence spectra of Pe in DMSO
at 293.15 K; the excitation wavelength is 400 nm; the opened circles mark the
peak positions; the closed circle mark 𝐸00.

The deviation from the mirror symmetry in both studied systems can be
originated from several reasons such as the conformation changes in the excited
state or the different coupling to the environment. The spectral changes due to
the solvent polarization ∆𝑓 is quantified using the first and second moments,
band center and band width, respectively. The solvent polarization function is
defined as [64]

∆𝑓 = 𝑓(𝜖) − 𝑓(𝑛2𝐷) =
𝜖− 1

2𝜖+ 1
−

𝑛2𝐷 − 1

2𝑛2𝐷 + 1
. (4.1)

A plot of the spectral moments as a function of the solvent polarization for R6G
in DG mixtures is shown in fig. 4.9. The absorption band center shifts to the
higher energy while the fluorescence band center does not change with the in-
creasing temperature. Moreover, the absorption band width also increases with
the temperature while it remains constant for the fluorescence. This reflects the
absorption spectrum broadening with higher temperature. The same temper-
ature effect on the R6G absorption spectrum was reported[152, 153, 154, 155].
The origin of the effect is still unknown. The report indicates that the origin is
not related to the solvent expansion, the hydrogen-bonding to the solvent nor
the dye aggregation. On the other hand, adding glycerol shows a decreasing
energy trend of the absorption and fluorescence band center while the band
widths are not sensitive. The decreasing energy correlates well with the sol-
vent polarization because R6G is a cationic molecule. The data points for
pure DMSO are off the trend. This should be related to the hydrogen-bonding
effect. Moreover, the R6G structure is flexible and have many moieties which
can form hydrogen-bonding.
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Figure 4.9: Band center and band width of R6G in DG mixutes absorption and
fluorescence spectra at different temperatures and molar fractions of glycerol;
black, blue, cyan and red colors stand for temperatures of 293.15, 303.15,
313.15 and 323.15 K, respectively; circle, cross, triangle and square stand for
molar fractions of glycerol of 0.00, 0.35, 0.51 and 0.63, respectively.

In contrast with R6G solvatochromism, Pe is not sensitive to the temper-
ature nor the molar fraction of glycerol changes. Pe is a neutral and rigid
molecule. Therefore, the polarization function is not a good coordinate for
the solvatochromism[156]. The Pe solvatochromism is better correlated with
the refractive index function 𝑓(𝑛2𝐷) because it is more sensitive to the disper-
sion force (solute polarizibility) and induction force (polarization of solvent by
solute dipole). The refractive index function is the second term in eq. (4.1).
In general, the spectral moments of Pe in DG mixtures are independent with
the temperature and the molar fraction of glycerol. Only the absorption band
center slightly increases with the higher temperature. This is originated from
the decreasing of the refractive function[156]. The same effect should shift the
fluorescence band center to the higher energy. Unfortunately, the fluorescence
spectra suffers from the reabsorption effect. It is not clear to see the solva-
tochromic shift in this case, even after the correction for the inner filter effect.

The quencher addition could alter the absorption and emission spectral
shapes. The absorption spectra of R6G in DG mixtures get narrower while the
fluorescence spectra remain unchanged as the quencher concentration increases.
On the other hand, the absorption spectra of Pe in DG mixtures remain un-
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changed while the fluorescence spectra get narrower as the quencher concen-
tration increases. The band narrowing could be explained by the changes of
the solution refractive index. The refractive indices of DMSO and glycerol in
table 3.2 are lower than DMpT (𝑛𝐷 = 1.557). Increasing quencher concentra-
tion increases the solution refractive index. Therefore, the energy gap between
the ground and excited state increases[156].

Figure 4.10: Band center and band width of Pe in DG mixtures absorption and
fluorescence spectra at different temperatures and molar fractions of glycerol;
black, blue, cyan and red colors stand for temperatures of 293.15, 303.15, 313.15
and 323.15 K, respectively; circle, cross, triangle and square stand for molar
fractions of glycerol of 0.00, 0.35, 0.51 and 0.63, respectively. NOTE: The
fluorescence band centers in the highest molar fraction of glycerol (square)
are removed because the reabsorption correction cannot correct the spectra
because the measured absorption spectra contains some background noise. The
background noise comes from the dirty surface of the cuvette. The other
quantities like band widths and peak positions are not affected.

However, despite all the former, the extract 𝐸00 values for different quencher
concentrations, temperatures and solvent compositions are in a very narrow
range if extracted from the peaks position and not from the 𝑚1. The aver-
age 𝐸00 values for R6G and Pe in DG mixtures are 2.23±0.01 eV and 2.81
±0.00 eV, respectively. These values are slightly lower than those in the
literature[73, 157, 158]. The difference between this work and the references is
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less than 0.04 eV or 1.6 times 𝑘𝐵𝑇 . This difference gives the deviation of the
free enthalpy at the contact ∆𝐺(𝜎) ∼ 12%. The ∆𝐺(𝜎) of R6G-DMpT and
Pe-DMpT are ∼ -0.49 and -0.34 eV, respectively. The calculation of the free
enthalpy ∆𝐺(𝑟) in eq. (2.17) takes a specific 𝐸00 value for each temperature
and molar fraction of glycerol. Moreover, there is no sign of the ground state
reactions for both studied systems and the spectra of the quencher doesn’t
overlap with that of the fluorophore.

4.2.1.2 Determination of the electron transfer parameters

Three electron transfer parameters – contact distance 𝜎, coupling matrix el-
ement 𝑉𝜎 and decay length 𝐿 – are extracted using the kinetic equation in
eq. (2.15) and the reactivity in eq. (2.19) to fit with the steady state and
time resolved fluorescence quenching results. Both experimental findings are
related the theory through eq. (2.14). The relative quantum yield 𝜑(0)/𝜑(𝑐) is
extracted from the steady state experiments and the excited state population
decay is extracted from both time resolved experiments.

The relative quantum yield 𝜑(0)/𝜑(𝑐) is calculated from the absorbance
at the excitation wavelength 𝐴 and the integrated area of the fluorescence
spectrum 𝐹 . For the absorbance at the excitation wavelength below 0.1, the
formula is given by

𝜑(0)

𝜑(𝑐)
=
𝐹 (0)

𝐹 (𝑐)

𝐴(𝑐)

𝐴(0)
. (4.2)

This quantity in eq. (2.15) and eq. (4.2) is a dimensionless function of the
quencher concentration. A plot of the relative quantum yield against the
quencher concentration is known as the Stern-Volmer plot or SV plot.

In order to compare the time resolved experimental results with the excited
state population decay from the theory, a time dependent function is defined
as[32]

𝑅(𝑡) = −1

𝑐
ln

(︂
𝑁(𝑡, 𝑐)

𝑁(𝑡, 0)

)︂
(4.3)

where 𝑁(𝑡,𝑐)
𝑁(𝑡,0) is the excited state population ratio in the absence and presence

of the quencher. 𝑅(𝑡) function starts from zero value and decreases with time.
Though, the definition of this quantity is straight forward to be applied to the
experimental results, taking the ratio of the decay with quencher divided by
the one without quencher, the extraction of this function from the experiment
is prone to error because of the different rising times of the kinetics. To avoid
this time zero mismatch, the decay curve is normalized to the unity. Then, the
time at 50% of the rising edge is set to zero as shown in fig. 4.11.

The 𝑅(𝑡) function obtained from both time resolved measurements, FOG
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and TCSPC, are in different time windows which are 0.1 ps - 1.2 ns and 0.4
- 38 ns. Be aware that the ns-time resolved measurements does not give the
information from the beginning of the reaction. Therefore, a time matching
between both experiments is needed. There is an overlapping region around
0.4 - 1.2 ns. We use this region to match both results. The difference between
both experiments is a normalization factor of 𝑁(𝑡, 𝑐)/𝑁(𝑡, 0). As the relation-
ship between 𝑁(𝑡, 𝑐) and 𝑅(𝑡) is logarithmic, this normalization factor is a sum
term for 𝑅(𝑡). The final R(t) is an average of all the measurements performed
in each case (3 quencher concentrations in FOG and 18 in TCSPC).

Figure 4.11: (left) Normalized fluorescence decays obtained from TCSPC mea-
surements (right) after setting time zero at the 50% of the rising edge. The
quencher concentration increases from black to cyan.

The relative quantum yields extracted from the steady state measurements
and the 𝑅(𝑡) functions by the centrosymmetric differential encounter theory,
see section 2.1 and the Marcus theory, see section 2.2.1. In the calculations,
the distance and time limits are set large enough to reach the steady state:
10000 times 𝜎 and 10000 times 𝜏0, respectively. The calculations require the
solvent properties in section 3.1.2 and the solute properties in table 3.1. The
fitting results are shown in fig. B.9 and fig. 4.13. For the rest of DG mixtures
at all temperatures see section B.3. The electron transfer parameters obtained
from the fitting are summarized in table 4.3.

Table 4.3: A summary of the electron transfer parameters used in the fitting
to the experimental results with eq. (2.15)

R6G-DMpT Pe-DMpT
𝜎/Å 8.5 8.9
~𝜔/eV 0.186 0.186
𝜆𝑞/eV 0.23 0.23
𝐸00/eV 2.21 - 2.23 2.81
𝑉𝜎/meV 26 40
L/Å 1.5 1.7
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(a)

(b)

(c)

(d)

Figure 4.12: Comparison between (circle) experiments and (line) calculations
using (left column) SV plots and 𝑅(𝑡) functions for R6G-DMpT quenching in
DMSO at four temperatures, increasing temperature from black to blue.
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(a)

(b)

(c)

(d)

Figure 4.13: Comparison between (circle) experiments and (line) calculations
using (left column) SV plots and 𝑅(𝑡) functions for Pe-DMpT quenching in
DMSO at four temperatures, increasing temperature from black to blue.

All calculations agree well with the experiments. In some samples, there is a
deviation of the solvent reorganization energy, less than 10%. This uncertainty
could be originated from many parameters including refractive index, dielectric
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constant, solvent relaxation time and electrochemical potential which are not
measured in this work at all temperatures, but extrapolated from the known
values. Moreover, the Marcus reorganization energy is a rough approximation
as exemplified by the Matsuda’s empirical expression[159] or further discussed
by Matyushov[69, 160, 161]. The Marcus reorganization energy tends to be
lower than the Matsuda’s one as it is observed in this study.

There are three variables for the study of the reactions in DG mixtures,
namely molar fraction of glycerol, temperature and quencher concentration.
The increasing of the molar fraction of glycerol mainly increases the solution
viscosity, while the other solution properties slightly change. On the other
hand, the increasing temperature affects many solvent properties as described
in section 3.1.2. The refractive index, dielectric constant and density change
linearly with the temperature, while the viscosity changes exponentially with
the temperature. Therefore, the changes in the temperature and molar frac-
tion of glycerol mainly affect the solution viscosity. The observed quenching
rate constant mainly depends on the solution viscosity. The diffusion coeffi-
cient is inversely proportional to the viscosity as described in eq. (2.5). When
the diffusion coefficient gets smaller, this means the quencher molecules move
slower to hit the target or the reaction happens less often. It is clear from the
Stern-Volmer plot that the relative quantum yield deviates from linearity when
the quencher concentration increases. This deviation can be explained by the
kinetic equation in eq. (2.14). In order to have a linear relationship between
the relative quantum yield and the quencher concentration, the quencher con-
centration has to be small. The derivation of this conclusion is shown in the
literature[162]. The data points measured from both reacting systems become
more scattered when the molar fraction of glycerol increases. Not all the sam-
ples were measured in the same cuvette. The experimental noise is therefore
most likely related to the sample preparation rather than to the temperature
control or the noise in the recording of the fluorescence. Nevertheless, for each
of the reacting systems just three free parameters explain measurements at 18
quencher concentrations in 4 viscosities at 4 temperatures.

All fitted curves shown in fig. B.9 and fig. 4.13 and in section B.3 are
the best fits using the parameters in table 4.3 to explain the experiential re-
sults. The sensitivity of each parameter including 𝜎, 𝑉𝜎 and 𝐿 to the reaction-
diffusion model is discussed in Ref. [162] and [163]. According to the previous
studies, these three parameters are strongly correlated. They can be compen-
sated each other to explain the steady state results as the covariance matrix
shows off-diagonal elements different from zero. For example, a small 𝑉𝜎 is
compensated by a big 𝐿. However, the sensitivity of the fast time resolved
experiments to the different parameters is different, meaning that it is possible
to narrow down to a very small set of triads by considering both steady state
and time resolved measurements. Therefore, a comprehensive study of the
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reaction kinetics needs also the fast time resolved technique. Another set of
electron transfer parameters involve the reactant structure. The C-H stretch-
ing quantum mode for organic fluorophores is applied in this calculation see
table 4.3[32]. A single channel electron transfer is applied to couple with this
vibration because the Huang-Rhys factor is close to one. This vibrational mode
can be seen as average configuration of the reactants at the crossing point of
two potentials.

The electron transfer parameters obtained in this work are coherent with
previous reports. In the case of Pe-DMpT, the values of electron transfer pa-
rameters in this study are comparable to those obtained in the Ref.[32] and
[73]. Only the reactant contact distance in this study is bigger by 12%. In
the case of R6G-DMpT, the parameters are comparable with those obtained
in previous studies using R6G-DMA and R3B-DMA[164, 165]. The reports
give the values for the coupling element ∼ 25 - 37 meV, for the decay length 1
Å and the contact distance 6.9 Å. The small contact radius and short decay
length are probably due to the lack of the solvent structure. It was shown in
Ref. [163] that the lack of the short range potential can be compensated by
these parameters.

Comparisons of the reaction kinetics between both systems are shown in
fig. 4.14. According the electron transfer parameters, the quenching reaction
of Pe-DMpT is faster. This is reasonable because the coupling matrix element
and decay length are bigger. The comparison is shown in the 𝑅(𝑡) plot in
DMSO. This difference in the static quenching is suppressed when the viscos-
ity becomes large. The reaction is diffusion controlled as shown in the left
panel of fig. 4.14.

Figure 4.14: 𝑅(𝑡) of (line) R6G-DMpT and (dot) Pe-DMpT in (left) DMSO
and (right) the highest viscosity at 293.15 K

The effects of the temperature and molar fraction of glycerol on the re-
action kinetics are discussed in terms of the viscosity using the 𝑅(𝑡) function
from the theory that reproduce best the experimental results. Comparisons
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of 𝑅(𝑡) at different temperatures and molar fractions of glycerol are shown in
fig. 4.15. The kinetics becomes slower when the viscosity increases. The slower
kinetics can be seen by the extension of 𝑅(𝑡) function to the longer time. This
slow kinetics is observed for both reacting studied systems.

(a)

(b)

Figure 4.15: 𝑅(𝑡) obtained from the calculations of Pe-DMpT in DG mixtures
at different temperatures and molar fractions of glycerol (𝑥1); From black to
blue lines represent the (a) increasing temperature and (b) increasing molar
fraction of glycerol.

Another validity test of the diffusion-reaction model can be done by further
comparing the ns-time resolved data with the steady state data. The rate coef-
ficient at long time can be approximated to follow the rate coefficient obtained
from the Smoluchowski model in eq. (2.1) using a quenching radius 𝑅𝑞 instead
of the contact radius.. The convolution fitting of IRF and eq. (2.14) using the
rate coefficient obtained from eq. (2.1) with the ns-time resolved results at the
limit of the encounter diffusional time, 𝑡 ≥ 𝑅2

𝑞/𝐷, gives a pair of 𝑅𝑞 −𝐷[162].
On the other hand, 𝑅𝑞−𝐷 pairs can be estimated from the Stern-Volmer plots
by taking the pair distribution function at infinite time that best reproduces
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them. The quenching radius is calculated by

𝑅𝑞 =
𝑘∞

4𝜋𝐷

𝑘∞ =4𝜋

∫︁ ∞

𝜎
𝑟2𝑤(𝑟)𝑛(𝑟,∞)𝑑𝑟

(4.4)

where 𝑛(𝑟,∞) is the pair correlation function at the steady state and𝐷 is taken
from the fitting input. In fig. 4.16, the 𝑅𝑞 −𝐷 pairs from the ns-time resolved
and steady state results are in good agreement. The diffusion coefficients for
Pe and R6G are different reflecting the differences in sizes and the dielectric
friction present only for the latter.

(a) (b)

Figure 4.16: Plots of quenching radii as a function of diffusion coefficients ob-
tained from (line) steady state results and (circle) ns-time resolved measure-
ments, (a) R6G-DMpT and (b) Pe-DMpT. All viscosities and temperatures
have been used to construct this figure.

4.2.2 Fluorescence quenching in liquid crystals

In this section, the fluorescence quenching in liquid crystals studied by means
of steady state and time resolved spectroscopic techniques is presented. The
order parameter was extracted to quantify the anisotropy of the medium above
and below the nematic-isotropic transition temperature using polarized absorp-
tion spectroscopy. The steady state absorption and fluorescence spectra were
used to extract the 𝐸00 values. The fluorescence lifetimes were used to estimate
the steady state quenching rate constants 𝑘∞. The steady state rate constants
are compared for the isotropic and anisotropic media. Then the three men-
tioned models in section 4.2 making use of the electron transfer parameters
obtained from the study in DG mixtures were applied to explain the results.
The performance of each of the models is discussed and a rationale provided
to understand chemical reactions in anisotropic media.
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4.2.2.1 Characterizations of reacting systems in liquid crystals

The anisotropy in dye-liquid crystals mixtures can be quantified by the or-
der parameter 𝑆𝐴[143]. The order parameter was measured using the method
described in section 3.2.2. The order parameter indicates the alignment of
fluorophores in LCs. This clue can be used to set the excitation polarization.
The polarized absorption measurements were performed for R6G and Pe in
DMSO and 5CB at 293.15 and 323.15 K. These temperatures were selected as
they are equally distributed around the transition temperature. The results
are summarized in table 4.4. The order parameters of both in nematic phase
is clearly higher than in the isotropic phase as well as in DMSO. The order
parameters in the nematic phase of Pe is slightly higher than the one in R6G.
This should come from the rigid structure of Pe without mobile moeity and
the neutral electronic charge.

The smaller values obtained than the order parameter from the simulation
in the nematic phase, 0.73 see section 3.1.2, may be due to several reasons:
either the dyes are not perfectly aligned with the nematic director or the ori-
entation of the liquid crystal with the polarization plane of light in the POM
measurement is not perfect. In any case these results show that there is a
preferred orientation of the dyes within the nematic LC. Despite the reports of
existence of nematic domains above the transition temperature, these results
do not show any hints of them. This does not mean they are not present. In
fact, as provided in the experimental section the value of the order param-
eter obtained from the simulation in the isotropic phase is 0.06. This is a
consequence of the short range order induced by the molecular shape of the
mesogens[166]. Again, the much smaller value from the POM measurements
of the dyes may mean any of the two things above exposed.

Table 4.4: Order parameters of R6G and Pe in DMSO and 5CB at 293.15 K
and 323.15 K

Samples Order parameter
293.15 K 323.15 K

R6G in DMSO 0.00±0.00 0.00±0.00
R6G in 5CB 0.21±0.00 0.01±0.01
Pe in DMSO 0.00±0.00 0.00±0.00
Pe in 5CB 0.26±0.00 0.00±0.00

73

http://rcin.org.pl



Chapter 4. Results and Discussion

The measured absorption and fluorescence spectra in LCs were processed to
remove the background according to the procedures mentioned in section 3.2.2
and section 3.2.3. The spectra were transformed into TDM representation in
order to get the 𝐸00 values in the same manner as mentioned in section 4.2.1.1.
The 𝐸00 values for R6G in the nematic and isotropic phases are 2.21 and 2.22
eV, respectively. For Pe in the nematic and isotropic phases, the values are
2.78 and 2.79 eV, respectively. The values in LCs of both dyes similar to
those found in the DG mixtures. The average dielectric constants and re-
fractive indices do not change much with the temperature. On the contrary,
the absorption and fluorescence band centers and band widths shift towards
higher energies as the temperature increases while the polarization function
decreases as shown in fig. 4.17 and fig. 4.18. This effect has been reported in
the literature[167, 168, 136]. This blue shift is is at odds with the solvent polar-
ization function calculated from the average values of the dielectric constants
and the refractive indices. Comparing the solvatochromism of both dyes in
DG mixtures, increasing solvent polarization function causes red shift[156]. A
possible explanation for this is that the solvation energy in the nematic phase
is anisotropic and it is much higher than the energy calculated from the aver-
age values. For example, the parallel dielectric constants in the nematic phase
is 20, while the average value is 10.7.

Figure 4.17: The absorption and fluorescence spectral moments of R6G in 5CB
at 293.15, 303.15, 313.15 and 323.15 K, black, blue, cyan and red, respectively
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Figure 4.18: The absorption and fluorescence spectral moments of Pe in 5CB
at 293.15, 303.15, 313.15 and 323.15 K, black, blue, cyan and red, respectively

The relative quantum yield equation in eq. (4.2) is modified to correct for
the absorbance > 0.1. The relative quantum yield with the full expression for
the absorbance reads

𝜑(0)

𝜑(𝑐)
=
𝐹 (0)

𝐹 (𝑐)

(︀
1 − 10−𝐴(𝑐)

)︀(︀
1 − 10−𝐴(0)

)︀ . (4.5)

The fluorescence decays from the ns-time resolved measurements were fitted
with the convolution of the IRF and a multi-exponential function. The steady
state quenching rate constant 𝑘∞ can be obtained from the slowest decay
component of the fluorescence 𝜏𝑙𝑜𝑛𝑔:[32]

𝜏(0)

𝜏𝑙𝑜𝑛𝑔(𝑐)
= 1 + 𝑘∞𝜏(0)𝑐. (4.6)

We can use this quantity to compare the quenching reactions between liquid
crystals and normal solvents.

The quenching results in DG mixtures at 293.15K and viscosity of 47 cP
are selected as shown in fig. 4.19. The visocosity of 5CB at the perpendicular
direction to the nematic director is 52 cP and 28 cP in the parallel one at the
same temperature. While for R6G-DMpT the long decay times, and therefore
the steady state rate constants, are almost identical in 5CB and in this DG
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mixture, in the case of Pe-DMpT the quenching is faster in the later solvent.
This difference in behavior may be related to the difference in nature of the
electron transfer -charge shift in the R6G-DMpT case and charge separation
in that of Pe-DMpT. There must be something intrinsically different in the
way the LC responds to the charge redistribution in the intermolecular reac-
tion. As we will see later, this may be taken into account by modifying the
reorganization energy. This analysis of the quenching reactions is very crude.
A more comprehensive shall be done using the three diffusion-reaction models.

Figure 4.19: The Stern-Volmer representation of the slowest fluorescence decay
(circle) obtained from (left) R6G-DMpT and (right) Pe-DMpT in (black) the
nematic phase and (red) the DG mixture which has viscosity of 47 cP at 293.15
K; the line represents 𝑘∞ obtained from eq. (4.6).

4.2.2.2 Comparisons of the diffusion-reaction models with the ex-

periments

The three mentioned models were applied to explained the results from the
steady state and two time resolved measurements. For all three models, three
electron transfer parameters, zero vibronic transition energies, electrochemical
potentials and solvent properties are fixed parameters. The electron transfer
parameters are taken from the fluorescence quenching experiments in DG mix-
tures as described in section 4.2.1.2. The zero vibronic transition energy is
estimated from the steady state spectra as mentioned earlier in section 4.2.2.1.
The electrochemical potentials of the solutes and the 5CB properties are pro-
vided in the two sections of the experimental chapter which are section 3.1.1
and section 3.1.2. The distance and time limits are set large enough to reach
the steady state as mentioned in the DG mixture experiments, section 4.2.1.2.
There is one remaining parameter for the calculation of the electron transfer
reactivity which is the solvent relaxation time 𝜏𝐿. The solvent relaxation time
𝜏𝐿 is set as a free parameter. Even though there are many reports of this quan-
tity using dielectric spectroscopy, Kerr effect transient optical grating and time
resolve fluorescence spectroscopy[134, 169, 136], there is no clear indication for
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the relaxation time which corresponds to the electron transfer in the nematic
and isotropic phases. Moreover, most of the experiments were performed in
the isotropic phase or few degree Celsius above the transition temperature.
The relaxation dynamics of liquid crystals consists of multiple components as
mentioned in section 3.1.2. Moreover, the solvent relaxation time is used to es-
timate the dielectric friction in eq. (2.5). These quantities enter into the three
models differently depending on the definition of each model. The description
of each model and the quantities related to the simulations are provided in the
next paragraph.

The IC model is the isotropic diffusion with centro-symmetric reactivity
model IC. The diffusion-reaction equation is defined in eq. (2.2). In this equa-
tion, the isotropic diffusion operator requires a diffusion coefficient and an
interaction potential between the reactants. The diffusion coefficient is calcu-
lated from the Zwanzig equation in eq. (2.5) using average quantities of 5CB.
The potential is taken from the MD simulations as described in section 3.1.2.
The potential in the plane which is perpendicular to the the director or 𝜃 =
90° is taken because of the following reason. The packing order in this plane
is higher than others and the molecular diameter of 5CB is similar to those of
DG mixtures, 3.6Å. The isotropic reactivity 𝑤(𝑟) is evaluated by eq. (2.19).
The isotropic reactivity is used as a reference point to estimate the anisotropic
effect. The average solvent properties are applied for this calculation. The
AC model is the anisotropic diffusion with centro-symmetric reactivity model
AC. The diffusion-reaction equation defined in eq. (2.2) is applied. The only
difference lies in the diffusion operator. The anisortropic diffusion operator de-
fined in eq. (2.43) requires two diffusion coefficients and one potential surface.
The two diffusion coefficients are calculated from the viscosities parallel and
perpendicular to the director, 𝜂‖ and 𝜂⊥, respectively. The potential surface in
this case is a function of distance 𝑟 and angle 𝜃. In this study, we use the spher-
ical coordinate which is derived from the cylindrical symmetry of the diffusion
coefficients as discussed in section 2.4.1. The potential surface is calculated
from the pair correlation function 𝑔(𝑟, 𝜃) as mentioned in section 3.1.2. The
reactivity is exactly the same as mentioned in the IC model. The AA model is
the anisotropic diffusion with asymmetric reactivity model AA. The diffusion-
reaction equation is defined in eq. (2.44). The diffusion operator is defined
exactly the same as in the AC model. The anisotropic reactivity in this model
takes the anisotropic reorganization energy as described in section 2.4.2. The
anisotropic reorganization energy in eq. (2.47) requires the anisotropic solvent
properties and the second order Legendre polynomial function 𝑃2(cos 𝜃). This
𝑃2(cos 𝜃) fucntion represent the orientation of the liquid crystals molecules or
dipole particles in the nematic phase[13].

For a first approximation, we try to obtain good fits between the experi-
ments and three models using different 𝜏𝐿 values. The good fit means a set
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of 𝜏𝐿 which gives coherent results between the simulations and three experi-
ments. The Stern-Volmer plots and the 𝑅(𝑡) plots are employed to compare
the simulations to the experiments. The data extraction for both quantities
is performed the same as in the DG mixtures. Both plots of R6G-DMpT and
Pe-DMpT in 5CB are shown in fig. 4.20 and fig. 4.21. The simulated results
from three models fit equally well to the experiments. The fitting parameters
𝜏𝐿 using in each model are summarized in table 4.5. The comparisons and
discussion of the relaxation times obtained from three models are provided in
the next paragraph.

Table 4.5: The solvent relaxation times 𝜏𝐿 obtained from the fitting of IC, AC
and AA models to the experiments using the same reorganization enregy for
both systems

Temperature/K 𝜏𝐿/ps
IC AC AA

PD RD PD RD PD RD
293.15 25 25 35 35 70 70
303.15 35 10 35 20 50 20
313.15 48 20 48 20 * *
323.15 30 15 35 15 * *
NOTE: PD is Pe-DMpT and RD is R6G-DMpT
* the same value as in model AC
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(a)

(b)

(c)

(d)

Figure 4.20: (left column) 𝜑(0)/𝜑(𝑐) and (right column) 𝑅(𝑡) plots of R6G-
DMpT in 5CB obtained from (black circle) the steady state measurements,
(blue line) IC simulations, (cyan line) AC simulations and (red line) AA simu-
lations at four temperatures, (a) 293.15 K, (b) 303.15 K, (c) 313.15 K and (d)
323.15 K. Note: Three data points at high quencher concentrations in the SV
plot at 303.15 K are removed because the samples are in the isotropic phase.
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(a)

(b)

(c)

(d)

Figure 4.21: (left column) 𝜑(0)/𝜑(𝑐) and (right column)𝑅(𝑡) plots of Pe-DMpT
in 5CB obtained from (black circle) the steady state measurements, (blue line)
IC simulations, (cyan line) AC simulations and (red line) AA simulations at
four temperatures, (a) 293.15 K, (b) 303.15 K, (c) 313.15 K and (d) 323.15
K. Note: Three data points at high quencher concentrations in the SV plot at
303.15 K are removed because the samples are in the isotropic phase.
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The discussion of the relaxation times are divided into two parts which are
the comparison between the models and within a model. First, the relaxation
times obtained from the IC and AC models do not show a correlation with the
temperature, while there is a decreasing trend in the AA model. Moreover,
the relaxation times from both models are similar. This indicates that the
anisotropic diffusions might not be significant for both systems. The dielec-
tric relaxation measurements of 5CB shows a decreasing relaxation time with
the temperature[134]. The temperature dependence of the relaxation time is
explained by the decreasing order. In the report, the ratio between the re-
laxation time in the nematic phase to the isotropic phase is ∼ 1.4 which is
similar to value obtained from the Pe-DMpT in the AA model. The solvent
relaxation times in this study are 10 - 70 ps which is coherent with the previous
report[47, 25]. The transient grating optical Kerr effect measurements in 5CB
near the transition temperature has revealed fast components of the relaxation
process which are 1 - 300 ps. Second, the relaxation times obtained from the
Pe-DMpT is higher or equal to the ones obtained from the R6G-DMpT regard-
less of the models. This difference may be originated from the different type
of the electron transfer reactions as discussed in section 2.4.2. The ratio of the
relaxation times between both systems are 2 - 3. As both systems happen in
the same solvent, the relaxation time should be identical and this difference
may be compensated by a modification of another property like the reorgani-
zation energy.

As both systems occurs in the same solvent, we assume that there is a single
solvent relaxation time needed to explain the experiments. In order to do that,
a set of the solvent relaxation times obtained from the Pe-DMpT is applied to
the R6G-DMpT. Then, the reorganization energy for the latter reaction is left
as a free parameter. The fitting results are equally good as in the Pe-DMpT
results. The fitting results are listed in table 4.6. It is clear from the results
that the reorganization energy in the case of R6G-DMpT deviates from the
Pe-DMpT by ∼ 15%. As we have seen that the same 𝜏𝐿 can be applied for
both systems with a slight modification of the reorganization energy, the intro-
duction of the anisotropic diffusion and reactivity is not necessary to explain
the experiments individually. However, as mentioned above the experimental
findings about the relaxation times by other means reveal a decrease of this
quantity with temperature[134, 47, 136]. In model IC, it does not follow this
trend. Model AC neither. Only model AA is coherent with these mentioned
data. Therefore the conclusion is straight forward: the anistropic structure,
diffusion and reactivity are needed to congruently explain all the results to-
gether. The difference in the reorganization energies is discussed later. In order
to understand how models with partial or no anisotropy are able to explain
isolated measurements, we are now discussing the sensitivity of the AA model
to anisotropy.
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Table 4.6: The solvent relaxation times 𝜏𝐿 and ratio of the reorganization
energy obtained from the fitting of IC, AC and AA models to the experiments

Temperature/K IC AC AA
𝜏𝐿/ps 𝜆𝐹𝑠 𝜏𝐿/ps 𝜆𝐹𝑠 𝜏𝐿/ps 𝜆𝐹𝑠

293.15 25 1.00 35 1.00 70 1.00
303.15 35 0.85 35 0.90 50 0.90
313.15 48 0.85 48 0.90 * *
323.15 30 0.90 35 0.90 * *

NOTE: 𝜆𝐹𝑠 is the ratio of the reorganization energy of R6G to Pe
* the same value as in model AC

A qualitative study to estimate the influence of three factors, namely the
diffusion coefficient, relaxation time and reorganization energy, is performed us-
ing the electron transfer parameters of Pe-DMpT in table 4.3. The anisotropic
diffusion effect on the reaction is studied using the AC and AA models. The
other two factors are fixed as 𝜏𝐿 = 35 ps and 𝜆𝐹𝑠 = 1. The temperature is
set at 293.15 K to have the liquid crystal in the nematic phase. Five pairs of
diffusion coefficient ratio 𝐷𝑧/𝐷𝜌 are selected which are 0.2, 0.5, 1, 2 and 5.
The diffusion coefficient are referred to the viscosity along the nematic director
which is 28 cP. The diffusion coefficient ratio of 5CB in the nematic phase is
∼ 2. The results are shown in fig. 4.22.

Figure 4.22: Simulated ratios of 𝑅(𝑡) obtained for five diffusion coefficient ratio
𝐷𝑧/𝐷𝜌 = 0.2, 0.5, 1, 2 and 5 with respect to that at 28 cP, 𝐷𝑧. T = 293.15
K, 𝜏𝐿 = 35 ps and 𝜆𝐹𝑠 = 1. Left panel: Ratios of 𝑅(𝑡) for each model (line:
AC, dash: AA) from 0.2 (black) to 5 (cyan) with respect to 𝐷𝑧 = 𝐷𝜌 case.
Right panel: The same data as in the left panel, but dividing 𝑅(𝑡) from the
AA model by 𝑅(𝑡) from the AC model.

As the diffusion along the director is fixed, the decreasing 𝐷𝜌 slows down the
reaction rate coefficient only at long times. The same decreasing trend is ob-
served for both models. The deviation of the reaction rate coefficient is ≤ 2,
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while the diffusion coefficient ratio is 5. When comparing between two models,
the difference lies in the reorganization energy. The reaction rate coefficient
obtained from the AA model is always higher than the other one. This is due to
the anisotropic reorganization energy. The changes in the diffusion coefficients
slightly differ the reaction rate coefficient only after 0.5 ns. Even though, the
anisotropic diffusion effect in the nematic phase 𝐷𝑧/𝐷𝜌 ∼ 2 is not very large,
it is still noticeable at times longer than 1 ns. Besides, both models provide
similar trends in 𝑅(𝑡) for various ratios of 𝐷𝑧/𝐷𝜌, which may be compensated
simply by changing the reactivity through 𝜏𝐿 as the largest differences are
found at short times, when the reaction is mostly influenced by the reactivity.

The effect of the relaxation times on the reaction is studied using the AC
and AA models. The other two factors are fixed as 𝐷𝑧/𝐷𝜌 = 2 and 𝜆𝐹𝑠 =
1. The electron transfer parameters and the temperature are identical to the
previous paragraph. Five relaxation times are selected which are 1, 10, 35,
70 and 100 ps. These values cover the relaxation times obtained in table 4.5.
The results are shown in fig. 4.23. Interestingly, the change of the relaxation
times from 1 ps to 100 ps increases the reaction rate coefficient by two orders
of magnitude for both models. The reaction rate coefficient is affected more
at the short time and less in the long time. When comparing between the AC
and the AA models, the same observation like in the previous paragraph is
seen. The higher reaction rate coefficient is obtained from the AA model.

Figure 4.23: Plots of simulated 𝑅(𝑡) ratio obtained from five relaxation time
which are 1, 10, 35, 70 and 100 ps using the (line) AC and (dash) AA models,
T = 293.15 K, 𝐷𝑧/𝐷𝜌 = 2 and 𝜆𝐹𝑠 = 1; (left) the 𝑅(𝑡) ratio refers to the
slowest time 𝜏𝐿,0 in each model; (right) the 𝑅(𝑡) ratio refers to the 𝑅(𝑡) in the
AC model; 𝑗 and 𝑖 denote the model number (2 or 3) and relaxation time 𝜏𝐿;
the relaxation time increases from black to blue lines.

The third factor to be studied is the reorganization energy. This study
aims to estimate the influence of the reorganization energy to the reaction rate
coefficient without taking the other anisotropy effects. The electron transfer
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parameters are identical to the two previous paragraphs. The other two factors
are fixed as 𝜏𝐿 = 35 ps and 𝐷𝑧/𝐷𝜌 = 1. The temperature is set at 323.15 K to
have the liquid crystal in the isotropic phase. Only the AC models is employed
in this comparison because in the isotropic phase the reorganization energy
does not depend on the angle. The results are shown in fig. 4.24. The changes
in the organization energy are about 10%, while the changes in the reaction
rate coefficient are about 2 times. Moreover, the effect of reorganization en-
ergy starts from the short time and decreases with time. As the reorganization
energy increases the reaction rate coefficient decreases.

Figure 4.24: Plots of simulated 𝑅(𝑡) ratio obtained from five reorganization
energy ratios which are 0.90 0.95 1 1.05 and 1.10 using the AC model, T =
323.15 K, 𝜏𝐿 = 35 ps and 𝐷𝑧/𝐷𝜌 = 1; the 𝑅(𝑡) ratio refers to the case of 𝜆𝑠(𝜎)
= 0.71 eV; 𝑖 denote the reorganization energy ratio 𝜆𝐹𝑠 ; the reorganization
energy ratio increases from black to blue lines.

These three sets of calculations help us rationalizing how it is possible to ex-
plain the individual experiments with any of the three approaches presented:
while the effect of anisotropic diffusion is relatively modest for the ratio of
𝐷𝑧/𝐷𝜌 in 5CB in the nematic phase, the changes observed when varying 𝜏𝐿
and 𝜆𝑠 are rather important. Moreover, compensation effects are possible as
the trends allow for lifting the 𝑅(𝑡) dependencies (and in consequence the SV
plots) in different time regions by a selection of a given set of parameters. How-
ever, and as mentioned above, the application of the least anisotropic models
leads to parameters that show incongruent temperature trends.
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Conclusions

Two kinds of electron transfer reactions are employed in order to study the
anisotropy effect in liquid crystals which are intramolecular and intermolecu-
lar electron transfer reactions. The study is also performed in DG mixtures as
isotropic media for comparisons. The measurements have been performed at
four temperatures around the transition temperature of 5CB, namely 293.15,
303.15, 313.15 and 323.15 K. Two kinds of the optical techniques are used to
investigate the reaction kinetics which are the steady state and time resolved
spectroscopy.

The intramolecular electron transfer reaction is studied using PeDMA in
many solvents. Two elementary models, GSE and GLE, have been used to
explain the experiments in isotropic solvents. The models require the ther-
modynamics of the system and the non-equilibrium dynamics of the solvation.
Both requirements are needed to construct the potential energy surface and
time dependent friction function. The models give time evolution of the emis-
sion to compare with the experiments. A good agreement between the models
and the experiments is found in most of the solvents, though the GLE shows
better agreement. In a series of measurements in DG mixtures at large viscosi-
ties both models failed. This was interpreted as a failure connected to the ex-
traction of the time dependent friction function from the reference compound.
The friction function was measured using C153 which felt different frictions
in H-containing solvents, like in rich glycerol mixtures. PeDMA in 5CB sam-
ples were measured using the steady state and time resolved techniques. The
absorption and emission spectra are similar to those in THF. Unfortunately,
results obtained from the fluorescence up-conversion are too low quality. There
are many problems related to the dye concentration and the limitations of the
technique as mentioned in section 3.2.6. In order to continue on this study,
one would need to improve the S/N ratio of this measurement.

The intermolecular electron transfer reaction is studied using R6G and Pe
as acceptors and DMA as a donor. The fluorescence quenching in the excited
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state is employed to track the reaction kinetics. The study was performed
in two solvents and four temperatures as mentioned before, DG mixtures and
5CB. First, both systems are studied in DG mixtures as a reference to have the
electron transfer parameters. Three electron transfer parameters are extracted
from the measurements in DG mixtures at different temperatures including
the contact distant 𝜎, coupling matrix element 𝑉𝜎 and decay length 𝐿. The
theoretical predictions fit well with the steady state and time resolved experi-
mental results for both systems in 4 DG mixtures, 4 four temperatures and 18
quncher concentrations. This coherence between the two kinds of the experi-
ment validates the parameters.

The study of the fluorescence quenching in liquid crystals was performed in
two steps – estimate the anisotropy and explain the results using three mod-
els. For the anisotropy of the samples in liquid crystals, the order parameters
are 0.21 and 0.26 for R6G and Pe in the nematic phase and become zero in
the isotropic phase. In addition, the steady state quenching rate constant 𝑘∞
obtained from the slowest fluorescence decay time in Pe-DMpT is faster in
the DG mixture than the nematic solvent at the same viscosity, while there is
no difference for the steady state quenching rate constant in R6G-DMpT for
both solvents. In order to explain the experimental results in liquid crystals,
the anisotropic diffusion model and the anisotropic reactivity are developed
together with numerical calculations based on MOL. The electron transfer pa-
rameters obtained from the reactions in DG mixtures are applied to the three
diffusion-reaction models, namely IC, AC and AA (the description of each
model refers to section 4.2.2.2). Due to the diverse values of the reported
solvent relaxation times[134, 169, 136, 47], we set it as a free parameter to
the models. All the models give an equally good fit to both kinds of the ex-
periments but only the AA model gives physically meaningful values of the
relaxation times. The relaxation times obtained from the AA model show a
decreasing trend with increasing temperature, while it is not the case for the
other two models. This trend is coherent with all the reported relaxation times.
On the other hand, the relaxation time obtained from the IC and AC models
are similar. This indicates the small influence of the anisotropic diffusion on
the reaction kinetics. Moreover, the same relaxation time for both systems can
explain the experiments using a modification of the reorganization energy. This
difference in the reorganization energy could be originated from the differences
in the charges of the solutes[111]. In addition, the comparisons between the AC
and AA models in the nematic phase show that the 𝑅(𝑡) obtained from the AA
model is always higher than the other one. This is due to the anisotropic reac-
tivity. A qualitative study to estimate the influence of the diffusion coefficient,
relaxation time and the reorganization energy indicates that the contribution
of each factor is in the following order: 𝜏𝐿 ≫ 𝜆𝐹𝑠 > 𝐷𝑧/𝐷𝜌. The importance of
the relaxation time to the reaction kinetics was also reported in study of the
intramolecular electron transfer in liquid crystals[53, 26].

The theoretical predictions obtained from three different level of anisotropy
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are able to explain the individual experimental results in liquid crystals because
the effect of anisotropic diffusion is relatively modest for 5CB in the nematic
phase. Moreover, the diffusion coefficient, relaxation time and reorgnization
energy are related through the multiplication and the influence of each factor
is in a wide time range. Hence, they are compensated to explain the results.

It can be concluded that the effect of solvent anisotropic structure in the
solutes’ diffusion is observable though it is not a dominant factor that trans-
lates in peculiarities of the chemical kinetics of bimolecular reactions. The
success of the diffusion-reaction approach to explain these experimental re-
sults reinforces the confidence in them and their applicability to a large variety
of environments. This thesis represents a step forward in the generalization
of this kind of models to complex media. A clear receipt is provided as how
to proceed to adapt models originally thought for homogeneous solutions to
systems like cell cytoplasms and membranes, solar cells and others.
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Appendix A

Numerical Calculations

A.1 Anisotropic diffusion problems

In this section, a partial differential equation PDE for diffusion problems in
cylindrical coordinates will be solved by the Method of Lines, MOLs. The
symmetry of liquid crystals in the nematic phase is cylindrical and the mea-
sured diffusion coefficients showed two values which are equivalent to 𝐷𝜌 and
𝐷𝑧[170].

𝑛𝑡 = ∇2𝑛 =
𝐷𝜌

𝜌
𝑛𝜌 +𝐷𝜌𝑛𝜌𝜌 +𝐷𝜌

1

𝜌2
𝑛𝜑𝜑 +𝐷𝑧𝑛𝑧𝑧 (A.1)

The pair correlation function is written as 𝑛(𝜌, 𝑧, 𝑡) because the problem is
symmetric with respect to 𝜑 and the third term in eq. (A.1) disappears. The
PDE for anisotropic Smoluchowski diffusion with an uniaxial symmetry was
described in eq. (A.1) [171, 172]. The model for the reactivity and the target
shape in this problem is spherical; it is therefore better to express variables
in spherical coordinate 𝑟, 𝜃 and 𝜑. The relationship between these two coordi-
nates systems is shown in table A.1.

Table A.1: Coordinate transformation and variable definitions

Cylindrical coordinate Spherical coordinate
𝜌 = 𝑟 sin 𝜃 0 ≤ 𝜌 ≤ ∞ 𝑟 =

√︀
𝜌2 + 𝑧2 0 ≤ 𝑟 ≤ ∞

𝜑 = 𝜑 0 ≤ 𝜑 ≤ 2𝜋 𝜑 = 𝜑 0 ≤ 𝜑 ≤ 2𝜋
𝑧 = 𝑟 cos 𝜃 −∞ ≤ 𝑧 ≤ ∞ 𝜃 = arctan 𝜌

𝑧 −𝜋
2 ≤ 𝜃 ≤ 𝜋

2

By transformation of variables and using the chain rule for the partial
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derivatives, eq. (A.1) can be expressed in spherical coordinates as

𝑛𝑡 = 𝑛𝑟
𝐷𝜌 +𝐷𝜌 cos2 𝜃 +𝐷𝑧 sin2 𝜃

𝑟

+ 𝑛𝜃
𝐷𝜌 −𝐷𝜌2 sin2 𝜃 +𝐷𝑧2 sin2 𝜃

𝑟2 tan 𝜃

+ 𝑛𝑟𝜃
2 sin 𝜃 cos 𝜃(𝐷𝜌 −𝐷𝑧)

𝑟
+ 𝑛𝑟𝑟(𝐷𝜌 sin2 𝜃 +𝐷𝑧 cos2 𝜃)

+ 𝑛𝜃𝜃
𝐷𝜌 cos2 𝜃 +𝐷𝑧 sin2 𝜃

𝑟2
.

where

𝑛𝜌 = 𝑛𝑟 sin 𝜃 + 𝑛𝜃
cos 𝜃

𝑟

𝑛𝜌𝜌 = 𝑛𝑟𝑟 sin2 𝜃 + 𝑛𝑟
cos2 𝜃

𝑟
+ 𝑛𝑟𝜃

2 sin 𝜃 cos 𝜃

𝑟
− 𝑛𝜃

2 sin 𝜃 cos 𝜃

𝑟2
+ 𝑛𝜃𝜃

cos2 𝜃

𝑟2

𝑛𝑧 = 𝑛𝑟 cos 𝜃 − 𝑛𝜃
sin 𝜃

𝑟

𝑛𝑧𝑧 = 𝑛𝑟𝑟 cos2 𝜃 + 𝑛𝑟
sin2 𝜃

𝑟
− 𝑛𝑟𝜃

2 sin 𝜃 cos 𝜃

𝑟
+ 𝑛𝜃

2 sin 𝜃 cos 𝜃

𝑟
+ 𝑛𝜃𝜃

sin2 𝜃

𝑟2
(A.2)

This diffusion problem can be solved with help of auxiliary conditions, so
called initial and boundary conditions, IC and BC, respectively. Let consider a
simple case of diffusion problem, a Smoluchowski model which implies that the
reactivity is infinite at the contact distance between reactants. The assumption
for this model is expressed in eq. (A.3).

𝑛(𝑟, 𝜃, 0) =

{︃
0, 0 < 𝑟 ≤ 𝜎.

1, 𝜎 < 𝑟 ≤ ∞.

𝑛(𝜎, 𝜃, 𝑡) = 0

𝑛(∞, 𝜃, 𝑡) = 1

(A.3)

To solve this PDE numerically using MOLs, the spatial derivatives in PDE
are replaced with algebraic approximations to have a system of ODEs. The
system of ODEs with known initial condition can be further integrated in time
and give a solution for the PDE. A practical example MATLAB code was well
written in Schiesser and Griffiths[108]. To solve eq. (A.3), there are two spatial
variables which form a plane defined by 𝑟 and 𝜃. It is wise to set 0 ≤ 𝜃 ≤ 𝜋

2
because of the symmetry around this axis reducing the number of points in the
calculation. Moreover, the variable r expands on several orders of magnitudes
from the contact and the changes are rapid close to contact. On the other hand,
the angle variable changes gradually from 0 to 𝜋/2. Therefore, the logarithmic
scale for r and the linear scale for 𝜃 were applied in this study. The numerical
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definitions of the derivatives for this particular space can be derived from their
Taylor expansion, giving the following result:

𝑛𝑟 =
𝑛𝑖+1,𝑗 − 102Δ𝐿𝑛𝑖−1,𝑗 − (1 − 102Δ𝐿)𝑛𝑖,𝑗

𝑟𝑖(102Δ𝐿 − 1)

𝑛𝜃 =
𝑛𝑖,𝑗+1 − 𝑛𝑖,𝑗−1

2∆𝜃

𝑛𝑟𝜃 =
𝑛𝑖+1,𝑗+1 − 𝑛𝑖+1,𝑗−1 − 102Δ𝐿𝑛𝑖−1,𝑗+1 + 102Δ𝐿𝑛𝑖−1,𝑗−1 − (1 − 102Δ𝐿)(𝑛𝑖,𝑗+1 − 𝑛𝑖,𝑗−1)

2∆𝜃𝑟𝑖(102Δ𝐿 − 1)

𝑛𝑟𝑟 =
2(𝑛𝑖+1,𝑗 + 10Δ𝐿𝑛𝑖−1,𝑗 − (1 + 10Δ𝐿)𝑛𝑖,𝑗)

(102Δ𝐿)(1 − 10−Δ𝐿)

𝑛𝜃𝜃 =
𝑛𝑖,𝑗+1 − 2𝑛𝑖,𝑗 + 𝑛𝑖,𝑗−1

∆𝜃2
.

(A.4)

The derivatives for non-uniform space was adopted[173] and modified for a
decadic logarithmic space. ∆𝐿 is equal to log10(𝑟𝑖+1/𝑟𝑖). Finite difference
approximations for 𝑓(𝑥) using Taylor expansion at point 𝑖+1 and 𝑖−1 according
to fig. A.1a reads

𝑓𝑖+1 =𝑓𝑖 + ℎ𝑖𝑓
′
𝑖 +

ℎ2𝑖
2
𝑓 ′′𝑖 + ...

𝑓𝑖−1 =𝑓𝑖 − ℎ𝑖−1𝑓
′
𝑖 +

ℎ2𝑖−1

2
𝑓 ′′𝑖 + ...

(A.5)

The above equations give rise to

𝑓 ′𝑖 =
𝑓𝑖+1 − 102Δ𝐿𝑓𝑖−1 − (1 − 102Δ𝐿)𝑓𝑖

ℎ𝑖(1 + 10Δ𝐿)
+ ...

𝑓 ′′𝑖 =2
𝑓𝑖+1 + 10Δ𝐿𝑓𝑖−1 − (1 + 10Δ𝐿)𝑓𝑖

ℎ𝑖ℎ𝑖−1 + ℎ2𝑖
+ ...

where 10Δ𝐿 =
ℎ𝑖
ℎ𝑖−1

=
𝑥𝑖
𝑥𝑖−1

.

(A.6)

Let consider a case when 𝑥 belongs to a decadian logarithmic domain. Then the
ratio between two consecutive 𝑥 members is constant and 10Δ𝐿 = 𝑥𝑖/𝑥𝑖−1 =
𝑥𝑖+1/𝑥𝑖. If 10Δ𝐿 = 1, eq. (A.6) is reduced to the central finite difference
equations for a uniform grid.

𝑓 ′𝑖 =
𝑓𝑖+1 − 𝑓𝑖−1

2ℎ
+ ...

𝑓 ′′𝑖 =
𝑓𝑖+1 − 2𝑓𝑖 + 𝑓𝑖−1

ℎ2
+ ...

(A.7)

For a mixed second derivative like 𝑛𝑟𝜃 a scheme in fig. A.1b was applied. This
derivative is uniform for 𝜃 domain and non-uniform for r domain. The equation
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reads

𝑛𝑟𝜃 =
𝜕

𝜕𝜃
(
𝜕𝑛

𝜕𝑟
)

=
(𝑛𝜃)𝑖+1,𝑗 − 102Δ𝐿(𝑛𝜃)𝑖−1,𝑗 − (1 − 102Δ𝐿)(𝑛𝜃)𝑖,𝑗

ℎ𝑖(1 + 10Δ𝐿)

=
𝑛𝑖+1,𝑗+1 − 𝑛𝑖+1,𝑗−1 − 𝑐𝑐2𝑛𝑖−1,𝑗+1 + 102Δ𝐿𝑛𝑖−1,𝑗+1 + (102Δ𝐿 − 1)(𝑛𝑖,𝑗+1 − 𝑛𝑖,𝑗−1)

(ℎ𝑖(1 + 10Δ𝐿))2∆𝜃
.

(A.8)

(a) (b)

Figure A.1: Finite difference schemes with non-uniform intervals for (a) one
variable x and (b) two variables r and 𝜃.

There are 4 boundaries in the region calculated. First at the inner and
outer boundary conditions, 𝑟 = 𝜎, 𝑟 = ∞, the time derivatives equals zero,
𝑛𝑡 = 0. The summation of all spatial derivatives equals to zeros. Second the
reflective boundary conditions, 𝜃 = 0 or 𝜃 = 𝜋

2 , this leads to no net exchange
in these boundaries due to symmetry. Therefore, the mixed derivative is equal
to zero because the first derivative with respect to 𝜃 equals to zeros. The
equations read

𝑛𝜃 = 0

𝑛𝑟𝜃 = 0

𝑛𝜃𝜃 = 2
𝑛𝑖,𝑗+1 − 𝑛𝑖,𝑗

∆𝜃2
at 𝜃 = 0

𝑛𝜃𝜃 = 2
𝑛𝑖,𝑗 − 𝑛𝑖,𝑗−1

∆𝜃2
at 𝜃 =

𝜋

2

(A.9)

MATLAB codes applying this are shown in listing A.1. The subroutines for
MOL calculation, rate calculation and visualize plot are shown in listing A.2
and A.3.

The analytical reaction rate coefficient for the Smoluchowski model reads
𝑘(𝑡) = 4𝜋𝜎𝐷(1 + 𝜎√

𝜋𝐷𝑡
). Normally the reaction rate coefficient in the Smolu-

chowski theory is defined by the first derivative with respect to distance at
contact. This definition leads to very bad result for numerical calculations.
On the other hand, the integral definition can be derived from the integration
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of PDE, assuming that the time integration of ∇2𝑛 is zero[174]. The validity of
this definition was compared with the numerical calculation for pure spherical
problem. The reaction rate coefficient is described in eq. (A.10).

𝑘(𝑡) = −
∫︁ ∞

0

∫︁ 𝜋
2

0
4𝜋𝑟2 sin 𝜃𝑛𝑡𝑑𝑟𝑑𝜃 (A.10)

The time integration of the reaction rate coefficient 𝑘(𝑡) is proportional to
𝑅(𝑡) in eq. (4.3) and it is called 𝜅(𝑡) in this section. 𝜅(𝑡) was used to compare
the numerical results. A good agreement between analytical solution and the
numerical result is shown in fig. A.2 for isotropic diffusion problems. The
deviation at short time is due to the coarsing close to contact radius. This
numerical result was obtained from 301 points in 𝑟 and 46 points in 𝜃 and
the calculation takes less than one hour for a computer with RAM of 1.53 GB
and CPU of 2.2 GHz. Further test was performed for anisotropic diffusion
problems when 𝐷𝜌/𝐷𝑧 = 0.1 or 10. Comparisons for both diffusion coefficient
ratios and the number of points in 𝜃 are shown in fig. A.3. It is clear that the
point density in 𝜃 is less sensitive and the optimum spatial point densities are
301 and 46 for r and 𝜃, respectively.

Figure A.2: (top) 𝑘(𝑡) obtained from analytical solution (red line) and from
MOL (blue dot), the contact radius was 5Å and diffusion coefficient was
100Å2/𝑛𝑠, (bottom) ratio of 𝜅(𝑡) from MOL to exact solution
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Figure A.3: Comparisons of 𝜅(𝑡) obtained from (top) diffusion ratio = 0.1 and
(bottom) diffusion ratio = 10, numbers of points in r and 𝜃 = (blue) 301,
19 and (red) 301, 46 with respect to 𝜅(𝑡) obtained from the same diffusion
coefficients and numbers of points for r and 𝜃 were 301 and 91, respectively.

The Differential Encounter Theory was also implemented. Within the
framework of this theory, a sink term is added to the diffusion equation. The
diffusional operator is defined by eq. (A.2). The sink term consists of distance
dependence reactivity times population density. Therefore, some population
at the contact survives, this is the so called partial reflective boundary. The
PDE reads

𝑛𝑡 = ∇2𝑛(𝑟, 𝜃, 𝑡) − 𝑤(𝑟)𝑛(𝑟, 𝜃, 𝑡) (A.11)

𝑤(𝑟) = 𝑤0 exp(
𝜎 − 𝑟

𝐿
) (A.12)

where 𝑤0 and 𝐿 are reactivity at contact and tunneling length, respectively.
The boundary conditions in eq. (A.9) at the contact has changed to eq. (A.13).
The initial condition for DET set the initial population equals to one every-
where, 𝑛(𝑟, 𝜃, 0) = 1. The outer boundary condition and the reflective bound-
aries are kept the same.

𝑛𝑟 = 0, 𝑛𝜃 = 0, 𝑛𝑟𝜃 = 0

𝑛𝜃𝜃 =
2(𝑛(𝑖,𝑗+1) − 𝑛(𝑖,𝑗−1))

∆𝜃2

𝑛𝑟𝑟 =
2(𝑛(𝑖,𝑗+1) − 𝑛(𝑖,𝑗))

𝑟𝑖(10Δ𝐿− 1)(1 − 10−Δ𝐿)

(A.13)
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A MATLAB code to calculate DET for the pure centrosymmetric problem
using the PDE algorithm from the software package are shown in listing A.4
and the associted subroutines are shown in listing A.5.

The results from MOL calculations were compared with pdepe solver from
MATLAB for the same problem setting to validate the method. 𝑘(𝑡) and 𝜅(𝑡)
from both calculations were compared in fig. A.4. The calculation takes less
than 5 minutes for a computer with RAM of 0.17 GB and CPU of 3.2 GHz
because of the slower reactivity at contact and the deviation at long time is
just 3%.

Figure A.4: Reaction rate (top) obtained from pdepe function (red line) and
from MOL (blue dot), the contact radius is 5Å and diffusion coefficient is
100Å2/𝑛𝑠, ratio of reaction rate from MOL to pdepe function (bottom), num-
ber of points for MOL in r and 𝜃 were 101 and 46 and for pdepe in r was
101

A.2 Anisotropic diffusion under potential

In presence of potential, the diffusion equation reads

𝑛𝑡 = ∇ ·𝐷 · (𝑒−𝑣∇𝑒𝑣𝑛(𝑟, 𝜃, 𝑡)) − 𝑤(𝑟)𝑛(𝑟, 𝜃, 𝑡) (A.14)

where

∇ ·𝐷 · 𝑒−𝑣∇𝑒𝑣𝑛 = ∇ ·
(︂
𝐷𝐴 𝐷𝐵

𝐷𝐵 𝐷𝐴

)︂(︂
𝑛𝑟 + 𝑛𝑣𝑟
𝑛𝜃
𝑟 + 𝑛𝑣𝜃

𝑟

)︂(︀
�⃗�𝑟 �⃗�𝜃

)︀
∇ ·𝐷�⃗� =

2

𝑟
𝐷𝐻(𝑟) +𝐷𝐻𝑟(𝑟) +

cot 𝜃

𝑟
𝐷𝐻(𝜃) +

1

𝑟
𝐷𝐻𝜃(𝜃).

(A.15)
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The diffusion matrix in spherical coordinate is defined as follows.

𝐷 =

(︂
𝐷𝜌 sin2 𝜃 +𝐷𝑧 cos2 𝜃 (𝐷𝜌 −𝐷𝑧) sin 𝜃 cos 𝜃
(𝐷𝜌 −𝐷𝑧) sin 𝜃 cos 𝜃 𝐷𝜌 sin2 𝜃 +𝐷𝑧 cos2 𝜃

)︂
=

[︂
𝐷𝐴 𝐷𝐵

𝐷𝐵 𝐷𝐴

]︂
(A.16)

Therefore, the diffusion coefficients and their derivatives are as follows.

𝐷𝐴 = 𝐷𝜌 sin2 𝜃 +𝐷𝑧 cos2 𝜃

𝐷𝐵 = (𝐷𝜌 −𝐷𝑧) sin 𝜃 cos 𝜃

𝐷𝐴
𝜃 = 2(𝐷𝜌 −𝐷𝑧) sin 𝜃 = 2𝐷𝐵

𝐷𝐵
𝜃 = (𝐷𝜌 −𝐷𝑧)(2 cos2−1)

(A.17)

Each term in eq. (A.15) is equal to

𝐷𝐻(𝑟) = 𝐷𝐴(𝑛𝑟 + 𝑛𝑣𝑟) +
𝐷𝐵

𝑟
(𝑛𝜃 + 𝑛𝑣𝑟)

𝐷𝐻𝑟(𝑟) = 𝐷𝐴(𝑛𝑟𝑟 + 𝑛𝑣𝑟𝑟 + 𝑛𝑟𝑣𝑟) +
𝐷𝐵

𝑟2
(𝑟𝑛𝑟𝜃 − 𝑛𝜃 + 𝑟𝑛𝑣𝑟𝜃 + 𝑟𝑛𝑟𝑣𝜃 − 𝑛𝑣𝜃)

𝐷𝐻(𝜃) = 𝐷𝐵(𝑛𝑟 + 𝑛𝑣𝑟) +
𝐷𝐴

𝑟
(𝑛𝜃 + 𝑛𝑣𝑟)

𝐷𝐻𝜃(𝜃) = 𝐷𝐵(𝑛𝑟𝜃 + 𝑛𝑣𝑟𝜃 + 𝑛𝜃𝑣𝑟) +𝐷𝐵
𝜃 (𝑛𝑣𝑟 + 𝑛𝑟)

+
𝐷𝐴

𝑟
(𝑛𝜃𝜃 + 𝑛𝑣𝜃𝜃 + 𝑛𝜃𝑣𝜃) +

𝐷𝐴
𝜃

𝑟
(𝑛𝑣𝜃 + 𝑛𝜃)

(A.18)

Substituting eq. (A.18) and eq. (A.17) into eq. (A.15) gives

𝑛𝑡 =
𝐷𝐴

𝑟2
(2𝑟𝑛𝑟 + 2𝑟𝑛𝑣𝑟 + 𝑟2𝑛𝑟𝑟 + 𝑟2𝑛𝑣𝑟𝑟 + 𝑟2𝑛𝑟𝑣𝑟 + 𝑛𝜃𝜃 + 𝑛𝑣𝜃𝜃 + 𝑛𝜃𝑣𝜃)

+
𝐷𝐵

𝑟2
(𝑛𝜃 + 𝑛𝑣𝜃 + 2𝑟𝑛𝑟𝜃 + 2𝑟𝑛𝑣𝑟𝜃 + 𝑟𝑛𝑟𝑣𝜃 + 𝑟𝑛𝜃𝑣𝑟)

+
(𝐷𝐵

𝜃 +𝐷𝐵 cot 𝜃)

𝑟
(𝑛𝑟 + 𝑛𝑣𝑟) +

(𝐷𝐴
𝜃 +𝐷𝐴 cot 𝜃)

𝑟2
(𝑛𝜃 + 𝑛𝑣𝜃)

− 𝑤(𝑟)𝑛.

(A.19)

The initial condition and boundary conditions for this problem are as follow.
Initial condition reads

𝑛(𝑟, 𝜃, 0) = 𝑔(𝑟, 𝜃). (A.20)
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Inner boundary condition reads

�⃗�𝑟 ·𝐷 · (𝑒−𝑣∇𝑒𝑣𝑛(𝜎)) = 0

𝐷𝐻(𝜎) = 0

𝑛𝑡 =
𝐷𝐴

𝜎2
(𝜎2𝑛𝑟𝑟 + 𝜎2𝑛𝑣𝑟𝑟 + 𝜎2𝑛𝑟𝑣𝑟 + 𝑛𝜃𝜃 + 𝑛𝑣𝜃𝜃 + 𝑛𝜃𝑣𝜃)

+
𝐷𝐵

𝜎2
(2𝜎𝑛𝑟𝜃 + 2𝜎𝑛𝑣𝑟𝜃 + 𝜎𝑛𝑟𝑣𝜃 − 𝑛𝜃 − 𝑛𝑣𝜃)

+
(𝐷𝐵

𝜃 +𝐷𝐵 cot 𝜃)

𝜎
(𝑛𝑟 + 𝑛𝑣𝑟) +

(𝐷𝐴
𝜃 +𝐷𝐴 cot 𝜃)

𝜎2
(𝑛𝜃 + 𝑛𝑣𝜃)

− 𝑤(𝜎)𝑛.

(A.21)

Outer boundary condition reads

𝑛𝑡 = 0. (A.22)

Reflective boundary conditions when 𝜃 = 0 or 𝜋/2 are taken from eq. (A.9).
The MATLAB code for MOL with potential calculation was listed in A.6.
There are two sections in the code which are the initialization and the calcu-
lation of time derivatives.

The eq. (A.14) is reduced to be eq. (A.11) in the absence of potential and
can be written as follows.

𝑛𝑡 = ∇ ·𝐷 · ∇𝑛− 𝑤(𝑟)𝑛

= ∇ ·𝐷�⃗�− 𝑤(𝑟)𝑛

=
2

𝑟
𝐷𝐺(𝑟) +𝐷𝐺𝑟(𝑟) +

cot 𝜃

𝑟
𝐷𝐺(𝜃) +

1

𝑟
𝐷𝐺𝜃(𝜃)

(A.23)

where

𝐷𝐺(𝑟) = 𝐷𝐴𝑛𝑟 +
𝐷𝐵

𝑟
𝑛𝜃

𝐷𝐺𝑟(𝑟) = 𝐷𝐴𝑛𝑟𝑟 +
𝐷𝐵

𝑟2
(𝑟𝑛𝑟𝜃 − 𝑛𝜃)

𝐷𝐺(𝜃) = 𝐷𝐵𝑛𝑟 +
𝐷𝐴

𝑟
𝑛𝜃

𝐷𝐺𝜃(𝜃) = 𝐷𝐵𝑛𝑟𝜃 +𝐷𝐵
𝜃 𝑛𝑟 +

𝐷𝐴

𝑟
𝑛𝜃𝜃 +

𝐷𝐴
𝜃

𝑟
𝑛𝜃.

(A.24)

Substituting eq. (A.24) and eq. (A.17) into eq. (A.23) gives

𝑛𝑡 =
𝐷𝐴

𝑟2
(2𝑟𝑛𝑟 + 𝑟2𝑛𝑟𝑟 + 𝑛𝜃𝜃) +

𝐷𝐵

𝑟2
(𝑛𝜃 + 2𝑟𝑛𝑟𝜃)

+
(𝐷𝐵

𝜃 +𝐷𝐵 cot 𝜃)

𝑟
𝑛𝑟 +

(𝐷𝐴
𝜃 +𝐷𝐴 cot 𝜃)

𝑟2
𝑛𝜃

− 𝑤(𝑟)𝑛.

(A.25)
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The initial condition and boundary conditions for this case are identical
to the problem under potential except the inner boundary condition. The
equation reads

�⃗�𝑟 ·𝐷 · 𝑛(𝜎) = 0

𝐷𝐺(𝜎) = 0

𝑛𝑡 =
𝐷𝐴

𝜎2
(𝜎2𝑛𝑟𝑟 + 𝑛𝜃𝜃) +

𝐷𝐵

𝑟2
(2𝜎𝑛𝑟𝜃 − 𝑛𝜃)

+
(𝐷𝐵

𝜃 +𝐷𝐵 cot 𝜃)

𝜎
𝑛𝑟 +

(𝐷𝐴
𝜃 +𝐷𝐴 cot 𝜃)

𝜎2
𝑛𝜃

− 𝑤(𝜎)𝑛.

(A.26)

The eq. (A.25) was implemented using MOL calculation and compared with
pdepe in MATLAB code. The results for the reaction and 𝜅(𝑡) ratio from the
calculations were shown in fig. A.5.

Figure A.5: Reaction rate (top) obtained from pdepe function (red line) and
from MOL (blue line) and (bottom) ratio of 𝜅(𝑡) from MOL and pdepe calcu-
lations

The differences are very small and the deviation is in the limit of the numeri-
cal error. This is a check point to compare the new approach to the previous
approach. The next step is to compare the result from eq. (A.19) with pdepe
with the same potential and diffusion coefficients. A set of variables to test
equation A.19 were listed in table A.2. The reaction from the case of 𝑤0 =
10 ns−1 is shown in fig. A.6. The optimum calculation is obtained with 𝑁𝑟 =
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601 points. This calculation costs approx. 27 minutes using a single node from
Topola, ICM. Topola is high performance computer cluster at the Interdisci-
plinary Center for Mathematical and Computational Modeling, University of
Warsaw.

Table A.2: Variables for the centrosymetric diffusion problems

Variables Values
𝐷𝜌/Å

2ns−1 100
𝐷𝑧/Å

2ns−1 100
𝜎/Å 5.4
𝑤0/ns−1 0.1, 1, 10, 100, 1000
L/Å 1.5
𝑁𝑟/points 401, 601, 801, 1001
𝑁𝜃/points 19

Figure A.6: Reaction rate coefficient (top) obtained from pdepe function (black
line) and from MOL and (bottom) ratio of 𝜅(𝑡) from MOL and pdepe calcula-
tions. The parameters for both calculations are shown in table A.2 except 𝑤0

= 1 ns−1. Both calculations are performed with the same potential.

The asymmetric diffusion problems were also performed using eq. (A.19).
A set of variables to test equation A.19 were listed in table A.3. The reaction
from the case of 𝑤0 = 100 ns−1 are shown in fig. A.7. The optimum calculation
is obtained with 𝑁𝑟 = 601 points and 𝑁𝜃 = 46 points. This calculation costs
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approx. 50 minute using a single node from Topola, ICM.

Table A.3: Variables for the asymmetric diffusion problems

Variables Values
𝐷𝜌/Å

2ns−1 100
𝐷𝑧/Å

2ns−1 10, 1000
𝜎/Å 5.4
𝑤0/ns−1 100, 1000, 10000
L/Å 1.5
𝑁𝑟/points 401
𝑁𝜃/points 19, 46, 91

Figure A.7: 𝜅(𝑡) ratios obtained the simulations with different 𝑁𝜃: 19, 46 and
91, yellow, red and blue, respectively. The 𝜅𝑟𝑒𝑓 (𝑡) is the case of 𝑁𝜃 = 91. Two
different diffusion coefficient ratios 𝐷𝜌/𝐷𝑧 are (left) 10 and (right) 0.1. Both
calculations are performed with the same potential. 𝑤0 = 100 ns−1.

An alternative definition of the asymmetric diffusion problems under poten-
tial is also proposed. Multiplying eq. (A.15) with 𝑒𝑣 and defining 𝑚(𝑟, 𝜃, 𝑡) =
𝑒𝑣𝑛(𝑟, 𝜃, 𝑡) gives

𝑚𝑡 =
𝜕(𝑒−𝑣𝑛)

𝜕𝑡
= 𝑒−𝑣∇ ·𝐷 · (𝑒−𝑣∇𝑒𝑣𝑛) − 𝑒−𝑣𝑤(𝑟)𝑛

= 𝑒𝑣(∇𝑒−𝑣) · (𝐷∇𝑚) + ∇ · (𝐷∇𝑚) − 𝑤(𝑟)𝑚

(A.27)

where

𝑒𝑣 =
1

𝑔(𝑟, 𝜃)

𝑒𝑣(∇𝑒−𝑣) =

(︂
−𝑣𝑟
−𝑣𝜃

𝑟

)︂
𝐷∇𝑚 =

(︃
𝐷𝐴𝑚𝑟 + 𝐷𝐵

𝑟 𝑚𝜃

𝐷𝐵𝑚𝑟 + 𝐷𝐴

𝑟 𝑚𝜃

)︃
.

(A.28)
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Substituting eq. (A.28) into eq. (A.27), the diffusion equation reads

𝑚𝑡 = −(𝑣𝑟𝐷
𝐴 +

𝑣𝜃
𝑟
𝐷𝐵)𝑚𝑟 − (𝑣𝑟𝐷

𝐵 +
𝑣𝜃
𝑟
𝐷𝐴)𝑚𝜃

+
𝐷𝐴

𝑟2
(2𝑟𝑚𝑟 + 𝑟2𝑚𝑟𝑟 +𝑚𝜃𝜃) +

𝐷𝐵

𝑟2
(2𝑟𝑚𝑟𝜃 +𝑚𝜃)

+
(𝐷𝐵

𝜃 +𝐷𝐵 cot 𝜃)

𝑟
𝑚𝑟 +

(𝐷𝐴
𝜃 +𝐷𝐴 cot 𝜃)

𝑟2
𝑚𝜃

− 𝑤(𝑟)𝑚.

(A.29)

The initial condition and boundary conditions for this case are following. Initial
condition reads

𝑚(𝑟, 𝜃, 0) = 𝑒𝑣𝑛(𝑟, 𝜃, 0) = 𝑒𝑣(𝑔(𝑟, 𝜃) = 1. (A.30)

Inner boundary condition reads

𝑚𝑡 = −𝑣𝜃
𝑟

(𝐷𝐵𝑚𝑟 +𝐷𝐴𝑚𝜃)

+
𝐷𝐴

𝜎2
(𝜎2𝑚𝑟𝑟 +𝑚𝜃𝜃) +

𝐷𝐵

𝜎2
(2𝜎𝑚𝑟𝜃 −𝑚𝜃)

+
(𝐷𝐵

𝜃 +𝐷𝐵 cot 𝜃)

𝜎
𝑚𝑟 +

(𝐷𝐴
𝜃 +𝐷𝐴 cot 𝜃)

𝜎2
𝑚𝜃

− 𝑤(𝜎)𝑚.

(A.31)

Outer boundary condition reads

𝑚𝑡 = 0. (A.32)

Reflective boundary conditions when 𝜃 = 0 or 𝜋/2 are taken from eq. (A.9).

Some calculation tests with this alternative formulation revealed that the
computational time is not less than with the above presented one. Therefore,
we stick to the earlier.

Listing A.1: MATLAB code to solve Smoluchoski equation A.2

1 % coordinate R and theta

2 sigma=5; % unit angstrom

3 D0=[1e2 1e2]; % rho and z; unit angstrom^2/ns

4 ntheta=46;

5 theta=linspace(0,pi/2,ntheta); % unit radian

6 thetad=linspace(0,90,ntheta); % unit degree

7 rmax=2e2*sigma; nr=30; % unit angstrom

8 rspace=logspace(log10(sigma),log10(rmax),nr);

9 tmin=1e−4; tmax=1e3; nt=200; % unit ns
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10 tspace=[0,logspace(log10(tmin),log10(tmax),nt−1)];
11
12 % set IC

13 u0=zeros(nr,ntheta);

14 for i=1:nr

15 for j=1:ntheta

16 if i == 1

17 u0(i,j)=0;

18 else

19 u0(i,j)=1;

20 end

21 end

22 end

23
24 reltol=1.0e−06; abstol=1.0e−06;
25 options=odeset('RelTol',reltol,'AbsTol',abstol,'Stat','on');

26 [t,u02]=ode15s(@(t,u) MOLrthetanonuniforgrid(t,u,rspace,thetad,D0,

sigma),tspace,u0(:),options);

27 umol2=reshape(u02,nt,nr,ntheta);

28 % plot k(t) and n(r,theta,t)

29 [kt,ktexact]=ktMOL(umol2,tspace,rspace,thetad,sigma,D0,'rtheta');

30 figure

31 semilogx(tspace,kt,'.',tspace,ktexact,'−')
32 plotMOL(umol2,tspace,(1:nt),rspace,(1:nr),thetad,(1:ntheta),'

surface−time');

Listing A.2: Subroutine for MOL calculation with non-uniform grid as describe
in equation A.3

1 %% MOL method with nonuniformgrid

2 % PDE nt =

3 % + nr*(Drho+Drho*cos(theta)^2+Dz*sin(theta)^2)/r

4 % + ntheta*(Drho−Drho*2*sin(theta)^2+Dz*2*sin(theta)^2)/(r^2*tan(
theta))

5 % + nrtheta*(2*sin(theta)*cos(theta)/r*(Drho−Dz))
6 % + nrr*(Drho*sin(theta)^2+Dz*cos(theta)^2)

7 % + ntheta2*(Drho*cos(theta)^2+Dz*sin(theta)^2)/r^2

8 % 0 <= rspace <= rmax, 0 <= theta <= 90

9 % derivative definition was taken from SUNDQVIST and VERONIS,

Tellus, 1969

10 function ut2 = MOLrthetanonuniforgrid(t,uin,rspace,theta,D0,sigma)

11 nr=length(rspace);

12 ntheta=length(theta);

13 Drho=D0(1); Dz=D0(2);
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14 u=reshape(uin,nr,ntheta);

15
16 delr=rspace(2)/rspace(1); % delr = 10^delta

17 deltheta=(theta(2)−theta(1));
18 delatheta2=deltheta^2;

19 term1=zeros(nr,ntheta); % nr

20 term2=zeros(nr,ntheta); % ntheta

21 term3=zeros(nr,ntheta); % nrtheta

22 term4=zeros(nr,ntheta); % nrr

23 term5=zeros(nr,ntheta); % ntheta2

24 ut1=zeros(nr,ntheta);

25
26 for i=1:nr

27 for j=1:ntheta

28 if i == 1 || i == nr % inner BC, n(r,theta,t)=0; and

outter BC, n(r,theta,t)=1;

29 term1(i,j)=0; term2(i,j)=0; term3(i,j)=0; term4(i,j)

=0; term5(i,j)=0;

30 elseif j == 1 || j == ntheta && i > 1 && i < nr

31 % reflective BC at alpha =0 and pi/2, ntheta=0;

nrtheta=0;

32 term1(i,j)=(Drho+Drho*cosd(theta(j))^2+Dz*sind(theta(j

))^2)/rspace(i)* ...

33 (u(i+1,j)−delr^2*u(i−1,j)−(1−delr^2)*u(i,j))/(
rspace(i)*(delr^2−1));

34 term2(i,j)=0;

35 term3(i,j)=0;

36 term4(i,j)=(Drho*sind(theta(j))^2+Dz*cosd(theta(j))^2)

* ...

37 2/rspace(i)^2/(delr^2−1)/(1−1/delr)*(u(i+1,j)+delr
*u(i−1,j)−(1+delr)*u(i,j));

38 if j == 1

39 term5(i,j)=(Drho*cosd(theta(j))^2+Dz*sind(theta(j)

)^2)/rspace(i)^2* ...

40 2*(u(i,j+1)−u(i,j))/delatheta2;
41 else

42 term5(i,j)=(Drho*cosd(theta(j))^2+Dz*sind(theta(j)

)^2)/rspace(i)^2* ...

43 2*(u(i,j)−u(i,j−1))/delatheta2;
44 end

45 else

46 term1(i,j)=(Drho+Drho*cosd(theta(j))^2+Dz*sind(theta(j

))^2)/rspace(i)* ...

47 (u(i+1,j)−delr^2*u(i−1,j)−(1−delr^2)*u(i,j))/(
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rspace(i)*(delr^2−1));
48 term2(i,j)=(Drho−Drho*2*sind(theta(j))^2+Dz*2*sind(

theta(j))^2)/(rspace(i)^2*tand(theta(j)))* ...

49 (u(i,j+1)−u(i,j−1))/2/deltheta;
50 term3(i,j)=(2*sind(theta(j))*cosd(theta(j))/rspace(i)

*(Drho−Dz))*...
51 (u(i+1,j+1)−u(i+1,j−1)−delr^2*u(i−1,j+1)+delr^2*u(

i−1,j−1)+(delr^2−1)*(u(i,j+1)−u(i,j−1)))/ ...

52 (2*deltheta*rspace(i)*(delr^2−1));
53 term4(i,j)=(Drho*sind(theta(j))^2+Dz*cosd(theta(j))^2)

* ...

54 2/rspace(i)^2/(delr^2−1)/(1−1/delr)*(u(i+1,j)+delr
*u(i−1,j)−(1+delr)*u(i,j));

55 term5(i,j)=(Drho*cosd(theta(j))^2+Dz*sind(theta(j))^2)

/rspace(i)^2* ...

56 (u(i,j+1)−2*u(i,j)+u(i,j−1))/delatheta2;
57 end

58 % PDE formation

59 ut1(i,j)=term1(i,j)+term2(i,j)+term3(i,j)+term4(i,j)+term5

(i,j);

60 end

61 end

62 ut2=ut1(:);

63 end

Listing A.3: Subroutines for rate calculation and visualize the result from MOL

1 % To plot the solution from MOL

2 % Three types are 'surface−time', 'space1−time', 'space2−time'
3 % nsol is sorted by tindex, sindex1, sindex2

4 % tindex, sindex1 and sindex2 are indices of the corresponding

tspace,

5 % space1 and space2

6 function plotMOL(nsol,tspace,tindex,space1,sindex1,space2,sindex2,

flag,marker)

7 if nargin <= 8

8 marker='−';
9 end

10 figure

11 if strcmp(flag,'surface−time')
12 for c=1:length(tindex)

13 pt=tindex(c);

14 surf(space2(sindex2),space1(sindex1),reshape(nsol(pt,

sindex1,sindex2),length(sindex1),length(sindex2)))
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15 text1=sprintf('t = %2.2d',tspace(pt));

16 title(text1)

17 pause(0.1)

18 end

19 zlim([0 1]);

20 ang=char(197);

21 xlabel(['space2/',ang])

22 ylabel(['space1/',ang])

23 zlabel('n(space1,space2,t)')

24 elseif strcmp(flag,'space1−time')
25 for c=1:length(tindex)

26 pt=tindex(c);

27 if ~isscalar(sindex2)

28 error('sindex2 has to be scalar.')

29 end

30 semilogx(space1(sindex1),reshape(nsol(pt,sindex1,sindex2),

length(sindex1),length(sindex2)),marker)

31 hold on

32 end

33 text1=sprintf('cut at %2.2d',space2(sindex2));

34 title(text1)

35 hold off

36 ylim([0 1]);

37 ang=char(197);

38 xlabel(['space1/',ang])

39 ylabel('n(space1,space2,t)')

40 elseif strcmp(flag,'space2−time')
41 for c=1:length(tindex)

42 pt=tindex(c);

43 if ~isscalar(sindex1)

44 error('sindex2 has to be scalar.')

45 end

46 semilogx(space2(sindex2),reshape(nsol(pt,sindex1,sindex2),

length(sindex1),length(sindex2)),marker)

47 hold on

48 end

49 text1=sprintf('cut at %2.2d',space2(sindex1));

50 title(text1)

51 hold off

52 ylim([0 1]);

53 ang=char(197);

54 xlabel(['space2/',ang])

55 ylabel('n(space1,space2,t)')

56 else
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57 error('Request is no recognized.')

58 end

59
60 end

61 %% To calculate kt from spatial matrix resulted from MOL

62 function [kt,ktexact]=ktMOL(nsol,tspace,space1,space2,sigma,D0,

flag,vis)

63 if nargin <=6

64 flag = 'rtheta';

65 vis = 0;

66 elseif nargin == 7

67 vis = 0;

68 else

69 error('Too many inputs')

70 end

71 if ~isrow(tspace) && ~isvector(tspace)

72 error('tspace has to be a row vector.')

73 end

74 if ~isscalar(sigma) && ~isscalar(D0)

75 error('sigma, D0 and normfactor have to be scalars.')

76 end

77
78 nt=length(tspace);

79 ns1=length(space1);

80 ns2=length(space2);

81 if size(nsol)~= [nt, ns1, ns2]

82 error('size of nsol need to follow size of (tspace, space1 and

space2).')

83 end

84 if strcmp(flag,'rz')

85 rspace=space1;

86 zspace=space2;

87 elseif strcmp(flag,'rtheta')

88 rspace=space1;

89 theta=space2*pi/180;

90 else

91 error('Coordinate is not registered.')

92 end

93 kt=zeros(nt,1);

94 ut=zeros(size(nsol));

95 ut(1:end−1,:,:)=diff(nsol,1,1)./diff(tspace)';
96 for k=1:nt

97 mesh1=reshape(ut(k,:,:),ns1,ns2);

98 if strcmp(flag,'rz')
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99 kt(k,1)=−2*trapz(zspace,trapz(rspace,2*pi*rspace.*mesh1,1));
100 elseif strcmp(flag,'rtheta')

101 kt(k,1)=−trapz(rspace,rspace'.^2.*(trapz(theta,4*pi.*sin(theta
).*mesh1,2)));

102 else

103 end

104 end

105
106 dummy1=4*pi*sigma*D0(1)*(1+sigma./sqrt(pi*D0(1).*tspace));

107 ktexact=interp1(tspace(2:end),dummy1(2:end),tspace,'pchip');

108 if vis == 1

109 figure

110 semilogx(tspace,kt,'.',tspace,ktexact,'−')
111 xlabel('Time/ns')

112 ylabel('Rate of reaction/M^{−1} s^{−1}')
113 legend('MOL','Exact solution')

114 end

115 end

Listing A.4: MATLAB code to solve DET PDE in eq. (A.11) and eq. (A.12)

1 % coordinate R and theta

2 sigma=5; % unit angstrom

3 D0=[1e2 1e2]; % Drho and Dz; unit angstrom^2/ns

4 w0=1e1; l0=sigma/2;

5 ntheta=46;

6 theta=linspace(0,pi/2,ntheta); % unit radian

7 thetad=linspace(0,90,ntheta); % unit degree

8 rmax=2e2*sigma; nr=31; % unit angstrom

9 rspace=logspace(log10(sigma),log10(rmax),nr);

10 tmin=1e−4; tmax=1e3; nt=200; % unit ns

11 tspace=[0,logspace(log10(tmin),log10(tmax),nt−1)];
12
13 % set IC n(r,theta,0)=1;

14 u0=zeros(nr,ntheta);

15 for i=1:nr

16 for j=1:ntheta

17 u0(i,j)=1;

18 end

19 end

20 wr=w0*exp((sigma−rspace)/l0);
21 reltol=1.0e−06; abstol=1.0e−06;
22 options=odeset('RelTol',reltol,'AbsTol',abstol,'Stat','on');

23 [t,u02]=ode15s(@(t,u) MOLDET(t,u,rspace,thetad,D0,wr),tspace,u0(:)
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,options);

24 umol2=reshape(u02,nt,nr,ntheta);

25 % pdepe

26 m = 2;

27 sol = pdepe ( m, @pdeRTheta, @icRTheta, @bcRTheta, rspace, tspace,

[], D0(1),w0,l0,sigma);

28 u = sol(:,:,1);

29
30 % calculate kt

31 % pdepe

32 % kt=4*pi*int(wr*n*r^2)dr

33 % MOL r,theta

34 % kt=4*pi*int(wr*n*r^2*sin(theta))dr dtheta

35 ktpde=trapz(rspace,4*pi*rspace.^2.*wr.*u,2);

36 ktmol=zeros(nt,1);

37 for k=1:nt

38 mesh=reshape(umol2(k,:,:),nr,ntheta);

39 ktmol(k,1)=trapz(theta,sin(theta).*trapz(rspace',4*pi*rspace

'.^2.*wr'.*mesh,1));

40 end

41 % compare kt_MOL/kt_pdepe

42 krat=zeros(nt,1);

43 for k=2:nt

44 krat(k,1)=trapz(tspace(1:k),ktmol(1:k))./trapz(tspace(1:k),

ktpde(1:k));

45 end

46 figure

47 subplot(2,1,1);semilogx(tspace,ktmol,'.',tspace,ktpde,'−')
48 ylabel('Reaction rate/M^{−1} s^{−1}')
49 legend('MOL','pdepe')

50 subplot(2,1,2);semilogx(tspace,krat,'.',tspace,ones(nt,1),'−k')
51 ylabel('kt_{MOL}/kt_{pdepe}')

52 xlabel('Time/ns')

Listing A.5: Subroutines for MOL and pdepe calculation follow eq. (A.4) and
eq. (A.13).

1 %% pdepe solver, standard method

2 function [ c, f, s ] = pdeRTheta ( x, t, u, DuDx, D0,w0,l0,sigma)

3 % set PDE

4 c=1;

5 f=D0.*DuDx;

6 wr=w0*exp((sigma−x)/l0);
7 s=−wr.*u;
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8 end

9 function u0 = icRTheta ( x ,D0,w0,l0,sigma)

10 u0=1; % set IC n(r,0)=1

11 end

12 function [ pl, ql, pr, qr ] = bcRTheta ( xl, ul, xr, ur, t,D0,w0,

l0,sigma )

13 % set BC

14 pl = 0; ql = 4*pi*xl^2;

15 pr = ur(1)−1; qr = 0;

16 end

17 %% MOL method with DET nonuniformgrid

18 % PDE nt =

19 % + nr*(Drho+Drho*cos(theta)^2+Dz*sin(theta)^2)/r

20 % + ntheta*(Drho−Drho*2*sin(theta)^2+Dz*2*sin(theta)^2)/(r^2*tan(
theta))

21 % + nrtheta*(2*sin(theta)*cos(theta)/r*(Drho−Dz))
22 % + nrr*(Drho*sin(theta)^2+Dz*cos(theta)^2)

23 % + ntheta2*(Drho*cos(theta)^2+Dz*sin(theta)^2)/r^2

24 % − wr*n

25 % 0 <= rspace <= rmax, 0 <= theta <= 90

26 function ut2 = MOLDET(t,uin,rspace,thetad,D0,wr)

27
28 nr=length(rspace);

29 ntheta=length(thetad);

30 Drho=D0(1); Dz=D0(2);

31 u=reshape(uin,nr,ntheta);

32
33 delr=rspace(2)/rspace(1); % delr = 10^del

34 deltheta=(thetad(2)−thetad(1));
35 delatheta2=deltheta^2;

36 term1=zeros(nr,ntheta); % nr

37 term2=zeros(nr,ntheta); % ntheta

38 term3=zeros(nr,ntheta); % nrtheta

39 term4=zeros(nr,ntheta); % nrr

40 term5=zeros(nr,ntheta); % ntheta2

41 ut1=zeros(nr,ntheta);

42 for i=1:nr

43 for j=1:ntheta

44 if i == 1 % inner BC flux with respect to theta = 0

45 term1(i,j)=0; term2(i,j)=0; term3(i,j)=0;

46 term4(i,j)=(Drho*sind(thetad(j))^2+Dz*cosd(thetad(j))

^2)* ...

47 2/rspace(i)/(delr−1)/(1−1/delr)*(u(i+1,j)−u(i,j));
48 if j == 1
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49 term5(i,j)=(Drho*cosd(thetad(j))^2+Dz*sind(thetad(j))

^2)/rspace(i)^2* ...

50 2*(u(i,j+1)−u(i,j))/delatheta2;
51 elseif j == ntheta

52 term5(i,j)=(Drho*cosd(thetad(j))^2+Dz*sind(thetad(j))

^2)/rspace(i)^2* ...

53 2*(u(i,j)−u(i,j−1))/delatheta2;
54 else

55 term5(i,j)=(Drho*cosd(thetad(j))^2+Dz*sind(thetad(j))

^2)/rspace(i)^2* ...

56 (u(i,j+1)−2*u(i,j)+u(i,j−1))/delatheta2;
57 end

58 elseif i == nr % outer BC n(r,theta,t)=1

59 term1(i,j)=0; term2(i,j)=0; term3(i,j)=0; term4(i,j)

=0; term5(i,j)=0;

60 elseif j == 1 || j == ntheta && i > 1 && i < nr %

reflective BC at alpha =0 and pi/2

61 term1(i,j)=(Drho+Drho*cosd(thetad(j))^2+Dz*sind(thetad

(j))^2)/rspace(i)* ...

62 (u(i+1,j)−delr^2*u(i−1,j)−(1−delr^2)*u(i,j))/(
rspace(i)*(delr^2−1));

63 term2(i,j)=0;

64 term3(i,j)=0;

65 term4(i,j)=(Drho*sind(thetad(j))^2+Dz*cosd(thetad(j))

^2)* ...

66 2/rspace(i)^2/(delr^2−1)/(1−1/delr)*(u(i+1,j)+delr
*u(i−1,j)−(1+delr)*u(i,j));

67 if j == 1

68 term5(i,j)=(Drho*cosd(thetad(j))^2+Dz*sind(thetad(

j))^2)/rspace(i)^2* ...

69 2*(u(i,j+1)−u(i,j))/delatheta2;
70 else

71 term5(i,j)=(Drho*cosd(thetad(j))^2+Dz*sind(thetad(

j))^2)/rspace(i)^2* ...

72 2*(u(i,j)−u(i,j−1))/delatheta2;
73 end

74 else

75 term1(i,j)=(Drho+Drho*cosd(thetad(j))^2+Dz*sind(thetad

(j))^2)/rspace(i)* ...

76 (u(i+1,j)−delr^2*u(i−1,j)−(1−delr^2)*u(i,j))/(
rspace(i)*(delr^2−1));

77 term2(i,j)=(Drho−Drho*2*sind(thetad(j))^2+Dz*2*sind(
thetad(j))^2)/(rspace(i)^2*tand(thetad(j)))* ...

78 (u(i,j+1)−u(i,j−1))/2/deltheta;
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79 term3(i,j)=(2*sind(thetad(j))*cosd(thetad(j))/rspace(i

)*(Drho−Dz))*...
80 (u(i+1,j+1)−u(i+1,j−1)−delr^2*u(i−1,j+1)+delr^2*u(

i−1,j−1)+(delr^2−1)*(u(i,j+1)−u(i,j−1)))/ ...

81 (2*deltheta*rspace(i)*(delr^2−1));
82 term4(i,j)=(Drho*sind(thetad(j))^2+Dz*cosd(thetad(j))

^2)* ...

83 2/rspace(i)^2/(delr^2−1)/(1−1/delr)*(u(i+1,j)+delr
*u(i−1,j)−(1+delr)*u(i,j));

84 term5(i,j)=(Drho*cosd(thetad(j))^2+Dz*sind(thetad(j))

^2)/rspace(i)^2* ...

85 (u(i,j+1)−2*u(i,j)+u(i,j−1))/delatheta2;
86 end

87 % PDE nt = A*nr + B*ntheta + C*nrtheta + D*nrr + E*
ntheta2 − wr*n

88 % PDE formation

89 ut1(i,j)=term1(i,j)+term2(i,j)+term3(i,j)+term4(i,j)+term5

(i,j)−wr(i)*u(i,j);
90 end

91 end

92 ut2=ut1(:);

93 end

Listing A.6: A MATLAB code for MOL with potential calculation follow
eq. (A.19) and the auxiliary conditions

1 kb=1.3806e−23;% boltzmann constant J/K

2 NA=6.022e23;

3 convFac=6.022e−4;
4
5 % coordinate R and theta

6 rf=8.99; rq=3.13; % unit angstrom

7 sigma=rf;

8 ntheta=11;

9 theta=linspace(0,pi/2,ntheta); % unit radian

10 thetad=linspace(0,90,ntheta); % unit degree

11 rmax=1e4*sigma; nr=201; % unit angstrom

12 rspace=logspace(log10(sigma),log10(rmax),nr);

13 tmin=1e−4; tmax=1e4; nt=1000; % unit ns

14 tspace=[0,logspace(log10(tmin),log10(tmax),nt−1)];
15 sigmarq=rf+rq;

16 D0=[100 100];

17 w0=1e3; l0=1.5;

18 wrt0=w0*exp((sigma−rspace)/l0)';
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19 [gRtheta,VRtheta,Vr,Vrr,Vtheta,Vtt,Vrtheta]=CBgRtheta(rspace,

thetad);

20 % MOL

21 % set IC n(r,theta,0)=1;

22 u0=zeros(nr,ntheta);

23 for i=1:nr

24 for j=1:ntheta

25 u0(i,j)=gRtheta(i,j);

26 % u0(i,j)=1;

27 end

28 end

29 reltol=1.0e−06; abstol=1.0e−06;
30 options=odeset('RelTol',reltol,'AbsTol',abstol,'Stat','on');

31 [t,u02]=ode15s(@(t,u) MOLDETgr5(t,u,rspace,thetad,D0,wrt0,Vr,Vrr,

Vtheta,Vtt,Vrtheta),tspace,u0(:),options);

32 umol2=reshape(u02,nt,nr,ntheta);

33 % calculate kt

34 % MOL r,theta

35 % kt=4*pi*int(wr*n*r^2*sin(theta))dr dtheta

36 ktmol=zeros(nt,1);

37 for k=1:nt

38 mesh=reshape(umol2(k,:,:),nr,ntheta);

39 ktmol(k,1)=trapz(theta,sin(theta).*trapz(rspace',4*pi*rspace

'.^2.*wrt0.*mesh,1));

40 end

41 %% MOL method with DET nonuniformgrid

42 % new difinition

43 % PDE nt =

44 % + DA/r^2*(2*r*nr+2*r*n*Vr+r^2*nrr+r^2*n*Vrr+r^2nr*Vr+ntt+n*Vtt+

ntheta*Vtheta)

45 % + DB/r^2(ntheta+n*Vtheta+2*r*nrtheta+2*r*n*Vrtheta+r*nr*Vtheta+r

*ntheta*Vtheta)

46 % + (DBtheta+DBcot(theta))/r*(nr+n*Vr)

47 % + (DAtheta+DAcot(theta))/r^2*(ntheta+n*Vtheta)

48 % − wr*n

49 % 0 <= rspace <= rmax, 0 <= theta <= 90

50 function ut2 = MOLDETgr5(t,uin,rspace,thetad,D0,wrt0,Vr,Vrr,Vtheta

,Vtt,Vrtheta)

51
52 nr=length(rspace);

53 ntheta=length(thetad);

54 DA=D0(1).*sind(thetad).^2+D0(2).*cosd(thetad).^2;

55 DB=(D0(1)−D0(2)).*sind(thetad).*cosd(thetad);
56 DAtheta=2.*DB;
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57 DBtheta=(D0(1)−D0(2)).*(2*cosd(thetad).^2−1);
58 DAcot=interp1(thetad(2:end),DA(2:end).*cotd(thetad(2:end)),thetad,

'pchip','extrap');

59 DBcot=(D0(1)−D0(2)).*cosd(thetad).^2;
60 % Drho=D0(1); Dz=D0(2);

61 u=reshape(uin,nr,ntheta);

62
63 delr=rspace(2)/rspace(1); % delr = 10^del

64 deltheta=(thetad(2)−thetad(1));
65 delatheta2=deltheta^2;

66 ut1=zeros(nr,ntheta);

67 for i=1:nr

68 for j=1:ntheta

69
70 if i == 1 % inner BC flux with respect to theta = 0

71 n_r=(u(i+1,j)−u(i,j))/(rspace(i+1)−rspace(i));
72 n_rr=2/rspace(i)^2/(delr−1)/(1−1/delr)*(u(i+1,j)−u(i,j

));

73 if j == 1

74 n_theta=0;

75 n_rtheta=0;

76 n_tt=2*(u(i,j+1)−u(i,j))/delatheta2;
77 elseif j == ntheta

78 n_theta=0;

79 n_rtheta=0;

80 n_tt=2*(u(i,j)−u(i,j−1))/delatheta2;
81 else

82 n_theta=(u(i,j+1)−u(i,j−1))/2/deltheta;
83 n_rtheta=(u(i+1,j+1)−u(i,j+1)−u(i+1,j−1)+u(i,j−1))/(2*

rspace(i)*(delr−1)*deltheta);
84 n_tt=(u(i,j+1)−2*u(i,j)+u(i,j−1))/delatheta2;
85 end

86 ut1(i,j)=DA(j)/rspace(i)^2*(rspace(i)^2*n_rr+rspace(i)

^2*u(i,j)*Vrr(i,j)+rspace(i)^2*n_r*Vr(i,j)+n_tt+u(

i,j)*Vtt(i,j)+n_theta*Vtheta(i,j)) ...

87 + DB(j)/rspace(i)^2*(2*rspace(i)*n_rtheta+2*rspace

(i)*u(i,j)*Vrtheta(i,j)+rspace(i)*n_r*Vtheta(i

,j)−n_theta−u(i,j)*Vtheta(i,j)) ...

88 + (DBtheta(j)+DBcot(j))/rspace(i)*(n_r+u(i,j)*Vr(i

,j)) ...

89 + (DAtheta(j)+DAcot(j))/rspace(i)^2*(n_theta+u(i,j

)*Vtheta(i,j)) ...

90 − wrt0(i)*u(i,j);

91 elseif i == nr % outer BC n(r,theta,t)=1
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92 ut1(i,j)=0;

93 elseif j == 1 || j == ntheta && i > 1 && i < nr %

reflective BC at alpha =0 and pi/2

94 n_r=(u(i+1,j)−delr^2*u(i−1,j)−(1−delr^2)*u(i,j))/(
rspace(i)*(delr^2−1));

95 n_rr=2/rspace(i)^2/(delr^2−1)/(1−1/delr)*(u(i+1,j)+
delr*u(i−1,j)−(1+delr)*u(i,j));

96 if j == 1

97 n_tt=2*(u(i,j+1)−u(i,j))/delatheta2;
98 else

99 n_tt=2*(u(i,j)−u(i,j−1))/delatheta2;
100 end

101 ut1(i,j)=DA(j)/rspace(i)^2*(2*rspace(i)*n_r+2*rspace(i

)*u(i,j)*Vr(i,j)+rspace(i)^2*n_rr+rspace(i)^2*u(i,

j)*Vrr(i,j)+rspace(i)^2*n_r*Vr(i,j)+n_tt+u(i,j)*
Vtt(i,j)) ...

102 + DB(j)/rspace(i)^2*(u(i,j)*Vtheta(i,j)+2*rspace(i

)*u(i,j)*Vrtheta(i,j)+rspace(i)*n_r*Vtheta(i,j

)) ...

103 + (DBtheta(j)+DBcot(j))/rspace(i)*(n_r+u(i,j)*Vr(i

,j)) ...

104 + (DAtheta(j)+DAcot(j))/rspace(i)^2*(u(i,j)*Vtheta

(i,j)) ...

105 − wrt0(i)*u(i,j);

106 else

107 n_r=(u(i+1,j)−delr^2*u(i−1,j)−(1−delr^2)*u(i,j))/(
rspace(i)*(delr^2−1));

108 n_theta=(u(i,j+1)−u(i,j−1))/2/deltheta;
109 n_rtheta=(u(i+1,j+1)−u(i+1,j−1)−delr^2*u(i−1,j+1)+delr

^2*u(i−1,j−1)+(delr^2−1)*(u(i,j+1)−u(i,j−1)))/ ...

110 (2*deltheta*rspace(i)*(delr^2−1));
111 n_rr=2/rspace(i)^2/(delr^2−1)/(1−1/delr)*(u(i+1,j)+

delr*u(i−1,j)−(1+delr)*u(i,j));
112 n_tt=(u(i,j+1)−2*u(i,j)+u(i,j−1))/delatheta2;
113
114 ut1(i,j)=DA(j)/rspace(i)^2*(2*rspace(i)*n_r+2*rspace(i

)*u(i,j)*Vr(i,j)+rspace(i)^2*n_rr+rspace(i)^2*u(i,

j)*Vrr(i,j)+rspace(i)^2*n_r*Vr(i,j)+n_tt+u(i,j)*
Vtt(i,j)+n_theta*Vtheta(i,j)) ...

115 + DB(j)/rspace(i)^2*(n_theta+u(i,j)*Vtheta(i,j)+2*
rspace(i)*n_rtheta+2*rspace(i)*u(i,j)*Vrtheta(

i,j)+rspace(i)*n_r*Vtheta(i,j)+rspace(i)*
n_theta*Vr(i,j)) ...

116 + (DBtheta(j)+DBcot(j))/rspace(i)*(n_r+u(i,j)*Vr(i

115

http://rcin.org.pl



Chapter A. Numerical Calculations

,j)) ...

117 + (DAtheta(j)+DAcot(j))/rspace(i)^2*(n_theta+u(i,j

)*Vtheta(i,j)) ...

118 − wrt0(i)*u(i,j);

119
120 end

121 end

122 end

123 ut2=ut1(:);

124 end

A.3 Bimolecular reaction simulations

The bimolecular reactions are studied using a Molecular Dynamics simulation
sotfware, LAMMPS. The MD simulation provides several possibilities to study
the diffusion problems, i.e. the effect of reactant shapes, the effect of quencher-
quencher excluded volume, the effect of distance dependence reactivity and the
kinetics beyond the target model. The idea of this study lies on a model of
particle collisions with known shapes, known potential field, known reactivity,
isothermal bath, implicit solvent and their behaviors dictated by Langevin
dynamics. For a first approximation, a Smoluchowski diffusion model is applied
and the kinetics are compared with the analytical solution. The simulations are
divided into two steps including the system equilibration and the generation of
trajectories. A set of simulation parameters are shown in table A.4. A psuedo
hard-sphere potential [175] was applied for the particle interaction, so called
Mie potential, with well depth, 𝜖 = 0.8𝑘𝐵𝑇 .

Table A.4: MD simulation parameters for bimolecular reactions study

Parameters Fluorophore Quencher
𝜎/Å 4.8 4.0
Mw/g/mol 220 151
N/particles 1 5000
Concentration/mM 0.1 500

Simulation box
Length/Å 255.1
Volume/Å3 1.667x107

Temperature/K 298.15
Viscosity/cP 2
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A.3.1 System equilibration

The particles are randomly placed in the box, then the energy of the system
is minimized at a constant temperature and pressure. The temperature and
pressure are sampled after the equilibration and plotted against time as shown
in fig. A.8. The mean squared displacement MSD of the particles is extracted
from the particle trajectories and compared with the diffusion coefficients from
Stokes-Einstien equation as shown in fig. A.9.

Figure A.8: Temperature and pressure of the simulation box as a function of
time

Figure A.9: MSD obtained from (solid) MD simulations and (dash) the Stokes-
Eistein equation

A.3.2 Bimolecular reaction simulations and kinetics

The equilibrated configuration is performed under the isothermal condition,
implicit solvent and Langevin dynamics. The bimolecular reaction simulation
starts from step 3 as shown in fig. A.11. The particles are set to move according
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to the Lagevin dynamics under the isothermal condition until there is a pair
of particles in the contact distance between the fluorophore and quenchers.
Then the reaction stops. If no contact is achieved between fluorophore and
quenchers within a given time (𝑡𝑒𝑛𝑑), the reaction is terminated as well. After
the reaction finished, the time at which a reaction occurred or terminated is
registered to the histogram. Then, the reaction simulation is repeated at Step
3 until the number of simulations reaches a given value.

The examples of LAMMPS input and output files for bimolecular kinetics
are listed in A.7, A.8 and A.9. There are two input files which are FQ.in
and generateInput.sh. The FQ.in is an input file for LAMMPS to create an
initial particle configuration file and the generateInput.sh is a shell bash script
to generate a set of input files for bimolecular reaction simulations as well as
submitting the jobs to the cluster. The shell bash script consists of 4 sections
– create a new directory, write a LAMMPS input file, write a job file and
submit a job file. The output was organized as follows: a header section and a
data section. The header contains simulation parameters like box size, particle
number, diffusion coefficient, time step and reaction radius. The data section
has three columns – Event, Time and Flag. Event means the index of collision
event. Time means the time which collision occurs. Flag posses two values,
-1 when there was no collision during the trajectory and 1 when there was a
collision during the trajectory.

The simulation outputs are the time when the two reactants distance are
less than or equal to the reaction radius. A histogram of the output file is shown
in fig. A.10. The quantity 𝐸(𝑡) represents the number of collisions happening
at a given time bin. The last time bin is an artifact because the reaction time
window was limited and the unreacted reactants were put in the last bin.

Figure A.10: A histogram of collision number against time from the bimolec-
ular reaction simulations using LAMMPS
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Figure A.11: A calculation flow chart for bimolecular reaction simulations
using LAMMPS
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The reaction rate coefficient 𝑘(𝑡) from this simulation is following:

𝑑[𝐹 *](𝑡)

𝑑𝑡
= − 𝑘(𝑡)[𝑄][𝐹 *](𝑡)

𝑘(𝑡) = − 1

𝑐

1

[𝐹 *]

𝑑[𝐹 *]

𝑑𝑡

Let 𝑁0 =
𝑡=∞∑︁
𝑡=0

𝐸(𝑡)

and 𝑁(𝑡) =𝑁0 −
𝑡∑︁

𝑡=0

𝐸(𝑡)

𝑘(𝑡) =
1

𝑐2∆𝑡
ln

(︃𝑁0 −
𝑡+Δ𝑡∑︀
𝑡=0

𝐸(𝑡)

𝑁0 −
𝑡−Δ𝑡∑︀
𝑡=0

𝐸(𝑡)

)︃
(A.33)

The discretized rate coefficient equation in eq. (A.33) is applied to calculate
the bimolecular rate cofficient from the simulation outputs. Many parameters
are varied to find limits of the simulations. Sets of simulation parameters are
summarized in table A.5. The five variables are time windows, equilibration
times, diffusion coefficients, quencher radius and quencher concentrations. The
kinetics obtained from four time windows are shown in fig. A.12. The shorter
time window shows the better statistic. All simulations costed the same calcu-
lation time and memory. The equilibration time is the simulation time in Step
3, fig. A.11. The kinetics from three equilibration times are shown in fig. A.13.
Too short equilibration time shows deviation at short time because the system
does not relax completely and the quencher distribution was not homogeneous
around fluorophore. Hence the kinetic at short time is faster. Next is the
kinetics from different diffusion coefficients. The kinetics as shown in fig. A.14
are smaller than the Smoluchowski equation at high diffusion coefficients. In
this simulation the quencher-quencher interaction was set to zero. This means
there was no distance dependence potential or gradient to drive the collision
at short time. Another interesting variable is the reactant radii. In this study
the fluorophore radius is constant and the quencher radii are varied. The
bigger quencher radius is the faster kinetic and the larger deviation from the
Smoluchowski equation as shown in fig. A.15. Last variable is the quencher
concentration. The kinetics of four quencher concentrations were shown in
fig. A.16. The simulated kinetics were aligned well upto 100 mM. The kinetic
at 500 mM showed slight deviation at short time but the kinetic finished earlier
than the Smoluchowski equation. It is difficult to conclude a limitation from
these simulations because there are more aspects needed to be explored like
when the quencher-quencher interaction is not zero, the fluorophore diffusion
is not zero, the implicit solvent molecules, not infinite reactivity at contact,
not spherical fluorophore and quencher shapes and the dipole-dipole molecular
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potential. A fair conclusion to be drawn from this study was a set of param-
eters for a well fit between the simulation and the Smoluchowski equation is
as written in table A.5, the last column. The approximated calculation time
was 120 hours with 6 x 2.1 GHz of CPU, 5 GB of RAM and 10 nodes in the
Topola cluster from ICM.

Table A.5: Common parameters for the simulations are following. 𝜎𝐹 = 4.8
Å, 𝜎𝑄 = 0.4 Å, [F] = 0.1 mM, [Q] = 100 mM, Box volume = 1.67x107 Å3,
Temperature = 293.15 K, Time window = 0.1 ps - 10 ns, Equilibration time
= 1.0 ns, 𝐷𝐹 = 0 Å2 ns−1, 𝜖𝑄𝑄 = 0, 𝜖𝐹𝑄 = 0.8𝑘𝐵𝑇

Simulation Variable Value 𝐷𝑄/Å2 ns−1

fig. A.12 Start time/ps 0.1 0.2 0.5 1.0 55
End time/ns 10
Fit No No Yes Yes

fig. A.13 Eq. time/ns 0.02 0.20 1.00 55
Fit No No Yes

fig. A.14 𝐷𝑄Å2 ns−1 10 100 300 500
Fit No Yes No No

fig. A.15 𝜎𝑄Å 0.1 2.0 4.0 8.0 16.0 100
Fit No Yes No No No

fig. A.16 [Q]/mM 10 50 100 500 150
Fit No Yes Yes No

Table A.6: A set of parameters to obtain the well fit simulation

Parameter Value Parameter Value
Box volume/Å3 1.67x107 Temperature/K 293.15

𝜎𝐹 /Å 4.8 𝜎𝑄/Å 4.0
[F]/mM 0.1 [Q]/mM 100

Eq. time/ns 1.0 Time window/ns 0.0001 - 10
𝐷𝐹Å2 ns−1 0 𝐷𝑄Å2 ns−1 55

𝜖𝐹𝑄 0 𝜖𝑄𝑄 0.8𝑘𝐵𝑇

In order to improve the simulations, one would need to understand the flow
chart of the LAMMPS operation. The simulation procedure used here takes
outputs to calculate the contact distance on every step, then the simulation is
reset. This costs a lot of time which is not used for the reaction calculation. A
better way could be writing a function in LAMMPS to perform the bimolecular
reaction and return a histogram of the reaction events. As mentioned in the
introduction the simulations were intended to supply with a means to under-
stand the reactions in LCs in case of failing with the reaction-diffusion model.
As a good agreement was obtained they were no longer necessary. However,
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the questions posed in here remain of interest by themselves.

Figure A.12: Kinetics of bimolecular reactions obtained from (solid) Smolu-
chowski equation and (dot) LAMMPS simulations with the time windows men-
tioned in table A.5

Figure A.13: Kinetics of bimolecular reactions obtained from (solid) Smolu-
chowski equation and (dot) LAMMPS simulations with the equilibration times
mentioned in table A.5
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Figure A.14: Kinetics of bimolecular reactions obtained from (solid) Smolu-
chowski equation and (dot) LAMMPS simulations with the diffusion coeffi-
cients mentioned in table A.5

Figure A.15: Kinetics of bimolecular reactions obtained from (solid) Smolu-
chowski equation and (dot) LAMMPS simulations with the quencher radii
mentioned in table A.5
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Figure A.16: Kinetics of bimolecular reactions obtained from (solid) Smolu-
chowski equation and (dot) LAMMPS simulations with the quencher concen-
trations mentioned in table A.5

Listing A.7: Subroutines for rate calculation and visualize the result from MOL

1 # define numbers of processors

2 processors 2 2 2

3
4 units nano

5
6 # 3D system

7 dimension 3

8
9 # Periodic boundary conditions

10 boundary p p p

11
12 # atoms like particles without charge

13 atom_style atomic

14 atom_modify map array

15
16 # Start the definition of the simulation box

17 #box size will be 1.66e7 cubic angstrom (Vbox)

18 #densities F = 1/Vbox Q=5000/Vbox

19 # S=141000/Vbox

20
21 #a numerical variable l is definer
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22 variable l equal 25.51

23 # a cubic region between 0 and l is created

24 region boxid block 0.0 ${l} 0.0 ${l} 0.0 ${l}

25 # a box inside the region, with three types of atoms

26 create_box 2 boxid

27
28 # atomos are placed in the box

29 create_atoms 1 random 1 9879 boxid

30 create_atoms 2 random 100 811987 boxid

31
32 group 1 type 1

33 group 2 type 2

34 group 4 type 1 2

35
36 # define mass in atto gram/particle

37 # mass of atom type

38 # massF =220g/mol

39 # massQ =151g/mol

40 mass 1 25.000e−5
41 mass 2 25.000e−5
42
43 # To fix atom type1 in space with zero force and zero velocity

44 #fix freeze group−ID setforce 0.0 0.0 0.0

45 #fix freeze 1 setforce 0.0 0.0 0.0

46 # velocity set vx vy vz

47 #velocity 1 set 0.0 0.0 0.0

48 #initial velocity. I think we do need for Brownian. T = 298.0K

49 velocity all create 298.0 4928459 dist gaussian

50
51 # specify interaction potential pairwise interaction via the Mie

potential with a cut−off at 3*sigmaF lj−sigma
52 pair_style mie/cut 2.5

53
54 #specify parameters between atoms of type i with an atom of type i

55 #epsilon, sigma, gammaR=50, gammaA=49, cutoff = 3*sigmaF

56 #epsilon at T*=1.25=kBT/eps

57 # epsilon = 329.14e−23J
58 # the interaction between Q Q is zero because it is assume

to be point−like particle to avoid the effect of correlation

59 variable eps equal 3.0

60 pair_coeff 1 1 ${eps} 0.40 50 49 2.5

61 pair_coeff 2 2 0.00 0.40 50 49 2.5

62 pair_coeff 1 2 ${eps} 0.40 50 49 2.5

63
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64 # add long−range tail correction and arithmetic average of epsilon

and distance

65 pair_modify tail yes

66
67 thermo_style custom step pe ke etotal temp press density

68 #print out every 0.2 angstrom

69 thermo 100000

70 thermo_modify norm no

71
72 # minimize total energy to local minimum

73 minimize 1e−4 1e−6 1000 10000

74
75 # to equillibrate system with NVE

76 timestep 1e−6
77 fix 1 all nve

78 run 2000000

79 unfix 1

80
81 timestep 1e−6
82 fix 4 all nvt temp 298.0 298.0 1e−5
83 run 1000000

84 unfix 4

85 write_restart reaction.save

Listing A.8: Subroutines for rate calculation and visualize the result from MOL

1 #!/bin/bash

2
3 for i in {01..20}

4 do

5 DIRECTORY="$i"

6 if [ ! −d "$DIRECTORY" ]; then

7 mkdir $DIRECTORY

8 fi

9 echo "$DIRECTORY has been created."

10 cd $DIRECTORY

11 cp ../*.save ./

12 #−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
13 #write input for Lammps

14 cat > reaction.in << EOL

15 # define numbers of processors

16 processors 2 2 2

17 read_restart reaction.save

18
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19 group 1 type 1

20 group 2 type 2

21 group 4 type 1 2

22
23 #############################################

24 variable magic equal random(0,1,4646${i})

25 variable drand equal v_magic*25.51/2

26
27 variable dt equal 1e−6
28 variable rz equal 0.40

29
30 # cutoff cannot be bigger than rcut in pair coefficient

31 compute coord all coord/atom cutoff \${rz} 1

32 compute red all reduce max c_coord

33 variable ngroup equal c_red

34 ############################################

35 compute msdF 1 msd com yes

36 compute msdQ 2 msd com yes

37 ############################################

38 thermo_style custom step pe ke etotal temp press density c_red

39 #print out every 0.2 angstrom

40 thermo 10000

41 thermo_modify norm no

42 #############################################

43
44 variable boxx equal lx

45 variable boxy equal ly

46 variable boxz equal lz

47 variable nf equal count(1)

48 variable nq equal count(2)

49 variable w0 equal 1.0

50 variable trun equal 100

51 variable dumpdt equal v_dt*v_trun

52 variable steps equal step

53
54 #########################################

55 variable nevent equal 5000

56 variable e loop \${nevent}

57 variable nsearch equal 100000

58 #variable s loop \${nsearch}

59 variable tlast equal v_nsearch*v_trun*v_dt

60 ################################

61 print """

62 input parameter for this system
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63 box: \${boxx} \${boxy} \${boxz} nm

64 nf: \${nf} nq: \${nq}

65 D: 150 Angstrom2/ns

66 reaction radius: \${rz} nm w0:\${w0}

67 lammps dt: \${dt} ns dump dt: \${dumpdt} ns

68 Time window: \${dumpdt} − \${tlast} ns

69 Total event: \${nevent}

70 """ file reaction.log

71 ################################

72
73 print """

74 input parameter for this system

75 box: \${boxx} \${boxy} \${boxz} nm

76 nf: \${nf} nq: \${nq}

77 D: 150 Angstrom2/ns

78 reaction radius:\${rz} nm w0: \${w0}

79 lammps dt: \${dt} nm dump dt: \${dumpdt} nm

80 Time window: \${dumpdt} − \${tlast} ns

81 Total event: \${nevent}

82 Event Time Flag

83 """ file reaction.out

84 #####################################

85 displace_atoms 2 random \${drand} \${drand} \${drand} 1238${i}

86 ################################

87 label start

88
89 # minimize total energy to local minimum

90 minimize 1e−4 1e−6 1000 10000

91
92 # to equillibrate system with NVE

93 timestep \${dt}

94 fix 1 2 nve

95 run 1000000

96 unfix 1

97
98 timestep \${dt}

99 fix 4 2 nvt temp 298.0 298.0 1e−5
100 run 1000000

101 unfix 4

102
103 timestep \${dt}

104 reset_timestep 0

105 print "Start $e step \${steps}" append reaction.log

106 ################################
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107 fix 6 2 bd 298.0 91.148e−6 21646${i}

108
109 label search

110 run \${trun}

111
112 variable s loop \${nsearch}

113 variable tbin equal v_s*v_trun*v_dt

114 if "(\${ngroup} > 0) && (\${magic} <= \${w0})" then &

115 "print '\$e, \${tbin}, \${ngroup}' append

reaction.out" &

116 "print 'TRUE \$e event, \$s search, tbin \${tbin}, ngroup \${

ngroup}, magic \${magic}' append reaction.log" &

117 "jump SELF BREAK"

118
119 print "FALSE \$e event, \$s search, tbin \${tbin}, ngroup \${

ngroup}, magic \${magic}}" append reaction.log

120 next s

121 jump reaction.in search

122
123 ################################

124 print "\$e, \${tlast}, −1" append

reaction.out

125 label BREAK

126 variable s delete

127
128 displace_atoms all random \${drand} \${drand} \${drand} 5438${i}

129 unfix 6

130 next e

131 jump reaction.in start

132
133 ################################

134 EOL

135
136 #−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
137 #write queue job

138
139 cat > r.q << EOL

140 #!/bin/bash −l
141 #SBATCH −J f${i}nq0100

142 #SBATCH −N 1

143 #SBATCH −−ntasks−per−node 8

144 #SBATCH −−mem 1000

145 #SBATCH −−time=168:00:00
146 #SBATCH −A G72−17
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147 #SBATCH −p topola

148 #SBATCH −−output="r.q.out"
149 #SBATCH −−error "r.q.err"

150
151 module load common/mpi/openmpi/1.10.1

152 mpirun −np 8 lmp_mod_mpi < reaction.in > r.out −echo both

153 EOL

154 #−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
155 sbatch r.q

156 cd ..

157 echo "$DIRECTORY copy success."

158 done

Listing A.9: Subroutines for rate calculation and visualize the result from MOL

1 input parameter for this system box: 25.51 25.51 25.51 nm

2 nf: 1 nq: 100

3 D: 150 Angstrom2/ns

4 reaction radius:0.4 nm w0: 1

5 lammps dt: 1e−06 nm dump dt: 0.0001 nm

6 Time window: 0.0001 − 10 ns

7 Total event: 5000

8 Event Time Flag

9
10 1, 10, −1
11 2, 6.6203, 1

12 3, 10, −1
13 4, 10, −1
14 5, 10, −1
15 6, 10, −1
16 7, 10, −1
17 8, 10, −1
18 9, 10, −1
19 10, 10, −1
20 11, 10, −1
21 12, 10, −1
22 13, 10, −1
23 14, 2.1809, 1

24 15, 1.1033, 1

25 16, 3.626, 1

26 17, 10, −1
27 18, 8.8064, 1

28 19, 10, −1
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Appendix B

Miscellaneous results

B.1 Effect of DC field on the guest-host systems

This section is devoted to the study of DC electric field effect on the dye
bleaching in liquid crystal cells. It is well known that LC alignment can be
controlled by the electric filed but there were no systemtic study on the dye
bleaching with electric field. Five experiments have been done with dyes in
5CB including (I) Absorption spectra of R6G in 5CB at different temperatures
and DC fileds, (II) Chemical stability of R6G mixture under DC filed, (III)
Cell conductivity after electrodeposition and (IV) dye degradation under DC
fields. The samples in this were prepared in 20 𝜇m thick cells from the Wo-
jskowa Akademia Techniczna or Military University of Technology, WAT. The
LC cells from were custom made as shown in fig. B.1. The sample holder for
temperature and DC field controller was also custom made as shown in fig. B.1.
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(a) (b)

Figure B.1: (a) A LC cell from WAT front view and side view and (b) a LC
cell sample holder for temperature and DC filed controller
NOTE: T.Probe stands for a temperature probe. Grey represents heat con-
ducting metal.

B.1.1 Absorption spectra of R6G in 5CB at different temper-

atures and DC fields

R6G in 5CB mixtures have been filled in 20 𝜇m thick cells and measured
the absorption spectra at different temperatures and DC fields. The absorp-
tion spectra were acquired from Shimadzu UV2700. The results are shown in
fig. B.2.

Figure B.2: Absorption spectra of R6G in 5CB at (black) 22, (blue) 40 and
(red) 60°C and (solid) 0 or (dash) 6 kV/cm DC fields
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The measurements were done from one cell started from 22°C and 0 kV/cm DC
field. The absorption of R6G appeared around 450 - 550 nm. The LC cells in
this experiment were coated with PVA for planar alignment[140]. Therefore,
R6G molecules should align parallel to the substrate surface. After the appli-
cation of 6 kV/cm DC field, R6G band disappeared. It is interesting that the
absorption band of R6G also disappear in other experiments with zero field at
40 and 60°C. This is an indication of the bleaching by the DC field.

B.1.2 Chemical stability of R6G mixture under DC filed

R6G mixtures of 5CB, DMA and ACN with different concentrations are pre-
pared and filled in the cells. The description of each cells were explained in
table B.1. All cells were applied with 12 kV/cm DC field for 5 minutes. The
results showed that R6G became bleached or changed to brown or black as
shown in fig. B.3. This is an indication of chemical reaction due to the DC
field. The reaction depends solely on the R6G not the coating layers or other
chemical additives.

Table B.1: R6G mixtures and preparation conditions

Sample3 R6G 0.1 mM in 5CB, no PVA coating
Sample4 R6G 0.1 mM in 5CB + DMA 5 𝜇M + ACN 10 𝜇M, no PVA coating
Sample5 R6G 0.1 mM in 5CB + DMA 0.125 mM, no PVA coating
Sample6 R6G 0.1 mM in ACN, no PVA coating, no PVA coating
Sample7 R6G 0.1 mM in 5CB + DMA 5 𝜇M + ACN 10 𝜇M
Sample8 R6G 0.1 mM in 5CB + DMA 0.125 mM
Sample9 R6G 0.1 mM in 5CB
Sample10 R6G 0.1 mM in 5CB + DMA 5 𝜇M
Sample11 R6G 0.1 mM in 5CB + DMA 0.125 mM
Sample14 R6G 5 mM in 5CB

Figure B.3: A photograph of R6G samples after 12 kV/cm DC field for 5
minutes
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B.1.3 Cell conductivity after electrodeposition

In this part, the current measurements were used to estimate the cell conduc-
tivity after DC field application. The aim is to verify that the reaction gives
rise of species which have higher conductivity. The LC cells from section B.1.2
were measured using a multimeter, Sanwa, model PC7000 and compared with
the cell with pure 5CB under 12 kV/cm DC field. The measurement set up
is displayed in fig. B.4. The measured current from all samples were in mi-
croampere. The currents measured for the cells which contained dyes in all
cases were a factor 3-5 larger that the cells filled just with 5CB. This increas-
ing conductivity after electric field is similar to that found in previous reports
[51, 52, 176, 10]. From this part, one can conclude that R6G is not suitable
for quenching studies under DC field because of the poor chemical stability.

Figure B.4: A current measurement diagram for LC cells

B.2 Dye degradation under DC fields

A set of laser dyes from Lambdachrome were dissolved in ethanol or ACN and
tested under 12 kV/cm DC field for 5 minutes. A list of dyes and solvents in
this experiment were listed in table B.2. All the cells after DC field application
became bleached or changed to black or brown as shown in fig. B.5. Even the
neutral dyes were also turned to be black after the DC field application. There-
fore, it is impossible to study fluorescence quenching under the electric filed
with the dye in LCs at least with this kind of cells. Therefore this experimental
strategy was abandoned.
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Table B.2: A list of dyes and solvents

Dye Solvent Number
Rhodamine B chloride ethanol 1
Rhodamine 101 perchlorate ethanol 2
Rhodamine 110 chloride ethanol 3
Rhodamine 6G chloride ACN 4
Rhodamine 6G chloride ethanol 4.2
sulfoRhodamine B ethanol 1.2
Coumarin 2 ethanol
Coumarin 7 ethanol
POPOP ethanol

Figure B.5: A photograph of some LC cells after DC field application left to
right; 1, 2, 3, 4, 4.2 and 1.2

B.3 Fitting results in DG mixtures

Comparisons of simulated 𝑅(𝑡) obtained from R6G-DMpT against tempera-
tures or molar fraction of glycerol are collected below. Later, the fitting results
to the experiments of R6G-DMpT and Pe-DMpT in DG mixtures at different
temperatures are shown.
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(a)

(b)

Figure B.6: 𝑅(𝑡) obtained from the calculations of R6G-DMpT in DG mixtures
at different temperatures and molar fractions of glycerol (𝑥1); From black to
blue lines represent the (a) increasing temperature and (b) increasing molar
fraction of glycerol.
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(a)

(b)

(c)

(d)

Figure B.7: Comparison between (circle) experiments and (line) calculations
using (left column) SV plots and 𝑅(𝑡) functions for R6G-DMpT quenching in
DG mixture (𝑥1 = 0.36) at four temperatures, increasing temperature from
black to blue.
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(a)

(b)

(c)

(d)

Figure B.8: Comparison between (circle) experiments and (line) calculations
using (left column) SV plots and 𝑅(𝑡) functions for R6G-DMpT quenching in
DG mixture (𝑥1 = 0.51) at four temperatures, increasing temperature from
black to blue.
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(a)

(b)

(c)

(d)

Figure B.9: Comparison between (circle) experiments and (line) calculations
using (left column) SV plots and 𝑅(𝑡) functions for R6G-DMpT quenching in
DG mixture (𝑥1 = 0.63) at four temperatures, increasing temperature from
black to blue.
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(a)

(b)

(c)

(d)

Figure B.10: Comparison between (circle) experiments and (line) calculations
using (left column) SV plots and 𝑅(𝑡) functions for Pe-DMpT quenching in
DG mixture (𝑥1 = 0.36) at four temperatures, increasing temperature from
black to blue.
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(a)

(b)

(c)

(d)

Figure B.11: Comparison between (circle) experiments and (line) calculations
using (left column) SV plots and 𝑅(𝑡) functions for Pe-DMpT quenching in
DG mixture (𝑥1 = 0.52) at four temperatures, increasing temperature from
black to blue.
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(a)

(b)

(c)

(d)

Figure B.12: Comparison between (circle) experiments and (line) calculations
using (left column) SV plots and 𝑅(𝑡) functions for Pe-DMpT quenching in
DG mixture (𝑥1 = 0.64) at four temperatures, increasing temperature from
black to blue.
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