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Abstract

Here we discuss the possibilities to use the used generalized net for
modeling some recurrent neural networks. The current type of neural
network is one of the recurrent types with name “Brain stay in a box”
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1. Introduction

The proposed generalized net model describe an associative memory by
studying the brain-state-in-a-box (BSB) model, which was first described by
Anderson et al. [1]. The BSB model is basically a positive feedback system with
amplitude limitation. It consists of a highly interconnected set of neurons that
feed back upon themselves. This model operates by using the built-in positive
feedback to amplify an input pattern until all the neurons in the model are
driven into saturation. The BSB model may thus be viewed as a categorization
device in that an analog input pattern is given a digital representation defined
by a stable state of the model.

Let W denote a symmetric weight matrix whose largest eigenvalues have
positive real components. Let x(0) denote the initial state vector of the model,
representing an input activation pattern. Assuming that there are N neurons in
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the model, the state vector of the model has dimension N, and the weight matrix
W is an N-by-N matrix. The BSB algorithm is then completely defined by the
following pair of equations:

y(n) =x(n) + fWx(n)
x(n+1)=@(y(n)) (1) and (2)

where [ is a small positive constant called the feedback factor and x(n) is the
state vector of the model at discrete time n. Next Figure (a) shows a block
diagram of the combination of Eqs. (1) and (2); the block labeled W represents
a single-layer linear neural network, as depicted in Fig. b. The activation
function ¢ is a piecewise-linear function that operates on y(n), the j-th
component of the vector y(n), as follows:

x;(n+1)=p(y;(n)
+1if y,(n)>+1

=1y;if-1<y;(n)

+1if y;(n)>-1 3)
The algorithm thus proceeds as follows. An activation pattern x(0) is input into
the BSB model as the initial state vector, and Eq. (1) is used to compute the
vector y(0). Equation (2) is then used to truncate y(0), obtaining the updated
state vector x(I). Next, x(I) is cycled through Egs. (1) and (2), thereby obtaining
x(2).
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This procedure is repeated until the BSB model reaches a stable state
represented by a particular corner of the unit hypercube. Intuitively, positive
feedback in the BSB model causes the initial state vector x(0) to increase in
Euclidean length (norm) with an increasing number of iterations until it hits a
wall of the box (unit hypercube), then slides along the wall and eventually ends
up in a stable corner of the box, where it keeps on "pushing" but cannot get out
of the box described by Kawamoto and Anderson in [6], hence the name of the
model.

Xi1(n)

Xz(n)
Outputs

Xn(n)
(b)

Figure 2. (a) Block diagram of the brain-state-in- a-box (BSB) model, (b)
Signal- flow graph of the linear associator represented by the weight matrix W.
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Figure 3. Piecewise- linear activation function used in the BSB model.

causes the initial state vector x(0) to increase in Euclidean length (norm) with
an increasing number of iterations until it hits a wall of the box (unit
hypercube), then slides along the wall and eventually ends up in a stable corner
of the box, where it keeps on "pushing" but cannot get out of the box
(Kawamoto and Anderson, 1985), hence the name of the model.

2 GN-Model

All definitions related to the concept “GN” are taken from [1, 2]. The network,
describing the work of the neural network learned by “Backpropagation”
algorithm [3, 4], is shown on Figure 4.

The below constructed GN-model is reduced one. It does not have temporal
components, the priorities of the transitions, places and tokens are equal, the
place and arc capacities are equal to infinity.

Zl Zz 23
Y

Z4 Z5 Z6 S
V 10

Y s, s, Y O

_)O G S]]

Figure 4. Modelling the brain-state-in-a-box neural network with a generalized
net
Initially the following tokens enter in the generalized net:

in place X - a-token with characteristic
a _
%o = “input values that enter in neural network”;
in place S, — B-token with characteristic
B _

%0 = “error in neural network learning (-1;+1)”;

in place Sr - one d-token with characteristic
5

xO = “fn;

in place St - &-token with a characteristics
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xE’ = : LH)
0 ™ “time t for delay

in place S¢ - one d-token with characteristic

5
Y0 = “feedback factor- 57,

in place SWA - one y-token with characteristic
X = “Initial values on the W”.

Generalized net is presented by a set of transitions:
A=1{Z\, 2y, 23, 24, Zs, Zs},

where transitions describe the following processes:

Z, — Multiplying the input vector and weight coefficients;
Z, — Summing the all input influences;

Z5 — Calculating the transfer function;

Z4 — Checking for the end of the proceses.

Zs — Time delaying;

Zs — Calculating the feedback.

Transitions of GN-model have the following form.

Z; =<{X, S10, Swa}, {Si, Swa}, Ri, A (X Vv (Si0, Swa))>,
| S Sy
X True  False
S0 | False True
R= Swy | True  True

The token that enters in place S;; on the first activation of the transition Z,
obtain characteristic
xi =" pricg [toxs | pry xg g
Next it obtains the characteristic

) .
xcu :"prlxgﬁ [lmin’lmax ]’ prZ xgﬁx(})/ﬁx()ﬂ"
where [Imin; Imax] is the current characteristics of the token that enters in place
S13 from place Sys.
The token that enters place S;, obtains the characteristic [/yin; /max]-

Z, =<{8), 87}, {82}, Roy A (S1, 87) >,
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The tokens that enter places S, and S,, obtain the characteristics respectively:

noe ¥

n o _ an
Xew = Xews X

ﬂ' o a
sXp X » a1, PR X »[lminlp’”zxo

and

n" _n 8' ¥ ﬂ” c a an
Xew = XeusXo X0 5X0 >8> Pl Xy ’[lmax]’prsz .

2y =<(S3, SF 1, {84}, Ry, A (S3, 57>,

Ri= Sg | True

Z4=<{84, Se, S6 }» {S5, S6> Sout}» Ras A (S4, Se, S6) >,
| Ss Se Sout

Sy | False True False

S, | False True False

S¢ | Wes  False W,

R4:
and
W= “y(n) >-1 or y(n) <17;

Woou= “(n) =1 or y(n) =17,

!

The token that enters place S obtains the characteristic “first neural network:

w(k+1), b(k+1)”. The * and *2 tokens that enter place S32 and 33 obtain the
characteristic

/11' — ﬂé _n "
xyt =x5" ="1in .

Zs=<{ S5, S1, So}, {87, Ss, So}, Rs, v (A(Ss, S1), So) >,
| S5 Sg Sy

Ss | False False True

Sy | False False True

So | True  True Wyq

R5:
and
Wo o= “teu<t”.

Where ¢, — current time delay.
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Zs= <{ Sou> $7, S> S12} 1810, S11, S12}, Re, V (A(Souts 57, S11), Sp) >,

[ S0 Su S

False False True
False False True

False False True

R6=S12 True True False

Conclusion

The proposed GN-model introduces the work and training of NN with name
“Brain stay in a box”. This type neural network is different from the classical
FeedForward networks. It has positive feedback and that give it different
properties.
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