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GENERALIZED NETS MODELING CONCEPT 
- NEURAL NETWORKS MODELS 

Maciej Krawczak 
Systems Research Institute, Polish Academy of Sciences 

Warsaw School of lnformation Technology 
<Maciej. Krawczak@ibspan. wa w.pl> 

In this paper we consider a generalized net interpretation of multilayer neural 
networks simulation processes. The generalized net methodology developed as 
a counterpart of Petri nets can be used to model different kind of dynamie 
systems. In aur considered case we developed a generalized net model of 
a one possible kind of neuron aggregation within each layer. All elements of 
the complex models are developed. 

Keywords: Multilayer Neural Networks, Modelling, Generalized nets. 

1. Generalized Nets Models 

The basie difference between generalized nets and the ordinary Petri nets is 
the place-transitio n relation (Atanassov, 1991 ), in the theory of generalized nets the 
transitions are objects of a very complex nature. The places are marked by O, and 
the transitions by T . 
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Figure 1: A generalized net transition 

Generalized nets contain tokens, which are transferred from place to place. 
Every token bears some information, which is described by token's characteristic, 
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and any token enters the net with an initial characteristic. After passing a transition 
the tokens' characteristics are modified. 

The transition has input and output places, as shown in Figure l. 

Formally, every transition is described by a seven-tuple 

Z= (L', L*, t1, t2 , r, M, D) (1) 

where: 

• L' = { 1;, 1;, ... , 1:} is a finite, non empty set of the transition 's input places, 

• L,, = { 1;, t;, ... , l~,} is a finite, non empty set of the transition's output places, 

• t1 is the current time of the transition's firing, 

• t2 is the current duration of the transition active state, 

• r is the transition's condition determining which tokens will pass (or will be 
transfered) from the transition's inputs to its outputs; it has the form of an index 
matrix described in (Atanassov, 1987), and briefly recalled in the next section 

[' 
I 

r= 

[" 
I r 1 

/". n 

where ru is a predicate that corresponds to the i -th input and the j -th output 

places, 1 s; is; m, 1 s; j :::; n; when its truth value is true, a token is allowed to pass 

the transition from the i -th input place to the j -th output place, 

• M is an index matrix of the capacities of transition's arcs: 

l' I 
M= 

l' m 

[" 
I 

where mu 2: O are natura! num bers; 

/". 
J 

r n 

• D is an object of a form similar to a Boolean expression, it may contain as 
variables the symbols that serve as labels for transition's input places, and D is 
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an expression built up from variables and the Boolean connectives /\ and v , 
whose semantics is defined as follows 

• I\ (1; 1, 1;2 , ••• , (u) - every place 1;1, 1;2 , ••. , l;u must contain at least one token, 

• v (Iii, 1;2 , ..• , l;u) - there must be at least one token in every place l; 1, 1;2 , ... , l;u , 

where {Lil, l; 2 , ... , l;Jc L'; 

when the value of a type (calculated as a Boolean expression) is true, the transition 
can become active, otherwise it cannot. 

The following ordered four-tuple 

is called generalized net if the elements are described as follows: 

• A is a set of transitions, 

• 1l A is a function yielding the priorities of the transitions, i.e. n A : A • N, 

where N= { O, 1, 2, ... }u{oo}, 

• 1lL is a function specifying the priorities of the places, i.e. 1lL: L • N, where 

L = pfiA u pr2A, and pr;X is the i -th projection of the n -dimensional set, 

where n E N , n~ 1 and 1:::: i:::: n (obviously, L is the set of all generalized net 
places), 

• c is a function providing the capacities of the places, i.e. c: L • N , 

• f is a function that calculates the truth values of the predicates of the 

transition's conditions (for the generalized net described here Jet the function f 

have the value false or true, i.e. a value from the set { O, l} ), 

• 0 1 is a function specifying the next time-moment when a given transition Z 

can be activated, i.e. 0 1 (t) = t', where pr3Z = t, t' E l T, T + r• j and t:::: t'; the 

value of this function is calculated at the moment when the transition terminates 
its functioning, 

• 0 2 is a function yielding the duration of the active state of a given transition 

Z, i.e. 0 2(t)=t', where pr4 Z =tE lT, T+t* J and t'~O; the value of this 

function is calculated at the moment when the transition starts its functioning, 

• K is the set of the generalized net's tokens, 

• 1l K is a function specifying the priorities of the tokens, i.e. n K : K • N , 

• 0K is a function producing the time-moment when a given token can enter the 

net, i.e. 0K (a)= t, where aE K and t E l T, T + 1• j, 
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• T is the time-moment when the generalized net starts functioning; this moment 
is determined with respect to a fixed (global) time-scale, 

• t0 is an elementary time-step , related to the fixed (global) time-scale, 

• r* is the duration of the generalized net functioning, 

• X is the set of all initial characteristics the tokens can receive on entering the 
net, 

• <P is a characteristic function that assigns new characteristics to every token 
when it makes the transfer from an input to an output place of a given transition, 

• b is a function specifying the maximum number of characteristics a given 

token can receive, i.e. b: K -ł N . 

2. The Concept of Index Matrices 

In the description of the transitions in the generalized nets the index matrices 
(Atanassov, 1987, 1997) are used, which will be introduced here in brief. 

Let / be a fixed set of indices and R be the set of real num bers. By an index 
matrix (IM) with index sets K and L (K, L c I) we will mean the object: 

l1 l2 zn 

kl ak1J1 ak1.l, Qk1J„ 

K,L,{ak,, lj]= k2 ak, ,/1 ak ,,/ 2 ak, ,I„ 

km ak.,, 11 ak,,,,12 Qk"', l" 

( or briefl y: 

1 :s; i :5, m, and for l :s; j :s; n: ak I E R . 
'' J 

For the index matrices A= [K,L,{ak,,t j }] , B = [P,Q,{bp,,q , }] the usual 

Matrix operations addition and multiplication are defined, as well as the following 
operations: 

a) A+B=[KuP,LuQ,{c1,, ,vJ] . 

where 
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if tu = k; E K and vw =li E L - Q 

or tu = k; E K - P and vw = li E L 

if tu = Pr E P and vw = q_,. E Q- L 

C1,, ,vw = or tu = Pr E P - K and vw = q_,. E Q 

a k I +b iftu=k; =PrEKnP ; ' i P, ,q_, ' 

O, 

and vw = l 1 = qs E L n Q 

otherwise 

b) A xB=[K n P , L n Q ,{c1,, ,vJ], 

where 

Cr,, ,vw =ak;,l j · bp, ,q_, ' for tu =k; =pr E KnP and 

vw =l1 =ą, ELnQ 

c) A.B=[Ku(P-L) , Q u (L-P ), {c1,, ,v) ], 

where 

d) A-B=[K-P, l-Q, {c1,, ,vJL 

if t" = k; E K and vw = l 1 E L- P 

if tu = PrE P-l and vw =q, E Q 

if tu = k; E K and vw = qs E Q 

otherwise 

where "-" is the set-theoretic difference operation and 

C1 v = ak 1. , for tu = k; E K - P and vw = l1 E l -Q. 
u ' w „ J 

3. Generalized Nets Models of Neural Networks 

A multilayer neural network consists of a number of simple processing units 
called neurons. The neurons are arranged in L layers, each layer is composed of 
N(l) neurons, l = 0,1,2, .. . ,L , where N(O) denotes the number of inputs. The output 

of the network is equivalent to all the neurons' outputs from the last l -th layer. 
The network output is strictly related to the presented input, subject to the conditions 
resulting from the constancy of the structure (the neuron connections) , the activation 
functions as well as the weights. In this way the neural networks realize the 
following simulation, that is 
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output = NN(input). (3) 

The simulation process of neural networks can be modelled by generalized 
nets methodology. In the review and bibliography on generalized nets theory and 
applications of Radeva, Krawczak and Choy (2002) we can find a list 353 scientific 
works related to the generalized nets. 

The neurons, which consists the neural network can be aggregated in many 
ways, e.g. any neuron is treated as a subsystem, or the neurons are aggregated within 
each laser, or neither separate neurons nor layers are distinguished. Here we 
consider only the first case treating each neuron as a separate subsystem. In this case 
the considered neural network consists of NL subsystems (neurons) described by 
the activation function as follows 

where 

x pj(l) = f (net pj(l)) 

N(l-l) 

net pj(l) = L w;(l-l)j(l) x pi(l-l) , 
i=l 

(4) 

(5) 

while xp;(1-1) denotes the output of the i -th neuron with respect to the pattern p, 

p = I, 2, ... , P, and the weight W;(H)j(I) connects the i -th neuron from the (t - 1)-st 

layer with the j -th from the l -th layer, j = l, 2, ... , N (l) , l = l, 2, ... , L. 

The generalized net model of the considered aggregation case is shown in 
Figure 2. 

Z1 Z2 ZL 

X1(1) x,(2) X1(L-1) X1(L) 
X1(0) 

X2(1) X2(2) Xz(L-1) Xz(L) 

X2(0) 

Figure 2. The generalized net model of neural network simulation 
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The model consists of a set of L transitions, each transition being of the 
following form 

z, = ( { X1(1-1), X2(1-1), ... , iN(l-1)}, { i1(1), i2(1),···, iN(I)}, r,, i-;, 11, ML, • ,) (6) 

for l = 1, 2, ... , L, where 

{ :X-1(1-1), i 2(1-1),···, iN(i-i)} - is the set of input places of the l -th transition, 

{ i 1(i), i 2(,),···, iN(i)} - is the set of output places of the l -th transition, 

r-1 - is the time when the l -th transition is fired out, while it is assumed that r1 = T 

I 

and r1 = T + L <-i , 
k=2 

i-; - is the duration time of firing of the l -th transition, 

r1 - denotes the l -th transition condition determining the transfer of tokens from the 

transition's inputs { :x:;(1-1), x2(1-i),···, x"N(1-1)} to its outputs { x;(,), i 2(i),···, x"N(L)}, 

and has the following index matrix form: 

X1(1) 

X1(1-1) true 

'i = X2(1-1) true 

XN(l-1) true 

X2(1) 

true 

true 

true 

true 

true 

true (7) 

where the value true indicates that the tokens representing the neurons can be 
transferred from the i-th input place to the j-th output place, i=l,2, ... ,N(l-1), 

j = l, 2, ... , N(l), 

M 1 - indicates an index matrix describing the capacities of transition's arcs: 

X1(1) 

X1(1-1) l 

M,= X2(1-1) 1 

XN(l-1) l 

X2(1) 

l 

1 
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• 1 - has a form of Boolean expression A ( x'1(H)• x'2(H)•· .. , x'N(l-l)) and stipulates 

that each input place x;(1-1), i= 1, 2, ... , N(l - l), must contain a token that will 

be transferred to the l -th transition. 

The generalized net describing the considered neural network simulation 
process has the following form: 

where 

• A = {Z1, 2 2 , ... , Z J -is the set of transitions, 

• ff A - is a function classifying the transitions, this classification g1vmg the 

priorities of the transitions, i.e. ff A : A~ N , where N = {o, 1, 2, ... } u {oo} - in 

the considered neural network case this function is not valid because the 
transitions are arranged in a natura! way (the asterisk * will be used in the 
subsequent text in order to denote the components of the General net structure 
which can be omitted), 

• ff x - is a function describing the priorities of the places in the following way: 

pr1{Z1,Z2 , ... , ZJ= 

{ :X'1(0), x'z(o), .. ,, XN(o), xi(1), Xz(1), .. ,, x'N(1), .. ,, x'1(L-1), x'2(L-l)•"'' :x·N(L-1)} 
(10) 

prz{Z1, Zz, .. ,, ZL}= 

{ x°1(2), Xz(2), .. ,, x'N(2), x°1(2), x'2(2), .. ,, x'N(2), .. ,, xi(L)• x°2(L), .. ,, x°N(L)} 
( 11) 

pfjAU pr2A = 

{ :Xi(o), x'2(0), .. ,, x'N(o), x'1(1), Xz(1), ... , x'N(1), 

.. •, X1(2), Xz(2), ... , x'N(2), ... , X1(L)• X2(L), ... , XN(Ll 
(12) 

• c - is a function describing the capacities of the places; in our case it is equal 

l ,for i=l,2, ... ,N(l), l=0,1,2, ... ,L, 

• g - is a function that calculates the truth values of the predicates of the 

transition conditions, in the considered case g(ri,;(1-1)J(l))= true, 

• 8 1 - is a function yielding the next time-moment when the transitions can be 

again activated, 
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• 8 2 - is a function giving the duration of activity of a given transition z, , 

• K - is the set of tokens entering the generalized net, in the considered case there 
are N( O) input places and each place contains one token; this set can be written 

as 
(13) 

• ti K - is a function describing the priorities of the tokens, here all tokens have 

the same priorities, and it will be denoted by * for ti K (a,(o)) 

l=l,2, ... ,N(O), 

• BK - is a function giving the time-moment when a given token can enter the 

net, i.e. all the tokens enter the considered generalized net at the same moment 
T, 

• T - is the time when the generalized net starts functioning - here it is assumed 
that the net starts at the moment T , when the tokens enter the net, 

• t0 - is an elementary time-step, here this parameter is not used and is denoted 
by*, 

• r* - determines the duration of the generalized net functioning, that is 
L 

t. =I<, 
l=I 

• Y - denotes the set of all the initial characteristics of the tokens, the 
characteristics of tokens describe the information which is carried by tokens and 
changed in transitions, 

(14) 

where 

y(a;(o))= (NN1,N(O),N(1), imX;(o), imW;(o), F(i), imout;(o)) (15 

is the initial characteristic of the token a;(o) that enters the place X;(o), 

i= 1,2, ... ,N(o), where 

NNl- the neural network identifier, 

N(O) - the number of input places to the net as well as to the transition Z1 (equal to 

the number of inputs to the neural network), 

N(l)- the number of the output places of the transition Z1 , 
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imX;(o) == [o, ... ,0,x;(o),0, ... ,O]r (16) 

is the index matrix, indicating the inputs to the network, of dimension 
N(O)xl in which all elements are equal O except for the element 

whose value is equal X;(o) (the i -th input of the neural network), 

im W;(o) = X;(o) W;(o)1(1) W;(o)2(1) 
( 17) 

W;(O)N(I) 

- has a form of an index matrix and denotes the weights connecting the 
i - th input with all neurons allocated to the 1-st layer 

F1,) C [ f,1, { l)x,1,) w,(o ,1,)} ... ,f N(, rt1x,1,) w,10 )N(,) l l T I 18) 

- denotes a vector of the activation functions of the neurons associated with 
the 1-st layer 

X2(1) 

imout;(o) == X;(o) X;(o) W;(o)1(1) X;(o) W;(o)2(1) X;(o) W;(o)N(!) 

(19) 

is an index matrix describing the signal outgoing from the i -th input 

place, i==l,2, ... ,N(O),toalloutputplacesofthe Z1 transition, 

• <P - is a characteristic function that generates the new characteristics of the new 

tokens after passing the transition; for the transition Z1 , i ==1,2, ... ,L, there are 

N(l-1) input places {x',(i-i), i'2(H),···, x'N(l-l)] and with each place there is 

associated a single token a;(1-1), i= 1, 2, ... , N(l - 1), having the characteristic 

y(a;(t-i))== ( NNl, N(l -1), N(t), imX;(t-i), imW;(1-1), F(t), imout;(l-l)) (20) 

where 

NNl- the neural network identifier, 

N (t - l )- the number of input places to the net as well as to the transition Z1 , 

N(t)- the number of the output places of the transition, 

imX;(1-1) == [o, ... ,0,x;(H),0, ... ,0]7 
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- the index matrix of dimension N(! - l)xl in which all elements are equal 

O except the element i whose value is equal X;(1-1) - the i -th input value 

associated with the 2 1 transition, 

Xz(I) 

imW;(H) = X;(H) W;(1-1)1(1) W;(t-1)2(1) W;(l-l)N(t) (22) 

- is an index matrix describing the weight connection between the i -th 

input places with all output places of the 2 1 transition, 

[ (
N{t-1) J (N(H) J]T 

F(t) = f,(t) ;x;(t) W;(1-1)1{1) , ... ,JN(t) ;xi(H) W;(t-l)N(t) (23) 

- is a vector of the activation functions of the neurons associated with the 

l -th layer of the neural network 

X2(1) 

imout;(1-1) = X;(l-1) X;(1-1) W;(1-1)1(1) X;(1-1) W;(1-1)2(1) X;(l-l) W;(l-l)N(l) 

(24) 

- is an index matrix describing the signals outgoing from the i -th input 

place, i = 1, 2, ... , N (t), to all output places of the 2 1 transition. 

The tokens a;(1-1), i =l,2, ... ,N(l-1), passing the transition 2 1 vanish, and 

the new tokens aJ(t), j = l, 2, ... , N(!), associated with the output places 

{ i,(i), x~(i),···, iN(L)J of the transition Z1 are generated, their characteristics being 

described as follows 

for l =l,2, ... ,l-l, while 

(26) 

and for these new tokens the values xi(L), j = l, 2, ... ,N(!), are calculated in the 

following way 

(
N(H) l 

imX J(L) = f;(t) ; imout;(H) , l = 1,2, ... , l. (27) 
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It should be mentioned here that imX J(L), j = l,2, ... ,N(L), denotes the output of 

the neural network, the finał state of the network after ending the simulation process, 

• b- is a function describing the maximum number of characteristics a given 
token can receive; in the here considered neural network simulation process this 
function has a simple form 

b(a1(i)) = 1, for j = l, 2, ... , N(!), I= 1,2, ... , L, (28) 

which means that the characteristic of each token aJ(t), j = 1, 2, ... , 

N(l ), l = l, 2, ... , L , is constructed on the base of the characteristics of all tokens 

( i= l, 2, ... , N(l -1)) from the previous layer (1 -1), I= 1,2, ... , L. 

Due to the above considerations the transitions have the following form 

Z1 = ({ xi(1-1), Xz(1-1),···, x·N(1-1i}, { xi(1), X2(1),···, XN(l)}, T1, i-;,*,*, D1) (29) 

for 1=1,2, ... ,L. 

The reduced form of the generalized net describing the simulation process of 
the neural network has the following form: 

where 

• A = { Z1, Z2 , ..• ,ZL} - is a set of transitions, 

• 1r x - is a function describing the priorities of the places, 

• c - is a function describing the capacities of the places, i.e. c(x;(i))= 1 , 

i=l,2, ... , N(!), 1=0,1,2, ... ,L, 

• 8 1 - is a function yielding the next time-moment when the transitions can be 

again activated, 8 1 (t1 ) = t;, l = l, 2, ... , L, 

• <92 - is a function giving the duration of activity of the transition Z1 

6>2(t1)=t;, l =1,2, ... ,L, 

• K = { a,(o), a2(o),···, aN(o)} - is the set of tokens entering the generalized net, 

• BK = T - for all tokens entering the net and at this moment the net starts to 

function, 

• r• - determines the duration of the generalized net's functioning and is 
described by (6.28) or (6.29), 
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• Y - denotes the set of all initial characteristics of the tokens described by 

Y = {y(a1(0)), y(a2(0)), ... , y(aN(o))J, where 

y(a;(o)) = (NNl, N(O ), N(l), X;(o), W;(o)(i ), F(1), out;(o)), 

• qj - is a characteristic function that generates the new characteristics of the new 
tokens after passing the transition, 

• b(a1(i))=1, for J=l,2, ... ,N(l),l=l,2, .. . ,L, - is a function describing the 

number of characteristics memorized by each token. 

Such generalized nets with some components missing (the components not 
being valid) are called reduced generalized nets (Atanassov, 1991). In the above 
version of the generalized nets representation of the simulation process of multilayer 
neural network we preserve the parallelism of computation. 

4. Conclusions 

We have described the concept of a generalized nets methodology for 
modelling discrete event systems, and next the concept of index matrix usefull for 
aggregation as well as for separation of subsystems. Next, as an example we 
considered the generalized net model representing the functioning of the multilayer 
neural networks - the simulation process of this class of networks, and in somehow 
informal way we have applied many of the sophisticated tools of the generali zed 
nets theory. 
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