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Abstract: The problem of estimation of the partial order on
the basis of multiple pairwise comparisons in binary and multiva-
lent form, with random errors, is investigated. The estimators are
based on the idea of the nearest adjoining order (see Slater, 1961;
Klukowski 2011). Two approaches are examined: comparisons in-
dicating the direction of preference (binary) and comparisons indi-
cating the difference of ranks (multivalent) - both with possibility
of existence of incomparable elements. The properties of estimators
and the optimization problems formulated in order to obtain them
are similar to those for the case of complete relation. However, the
assumptions about the distributions of comparison errors are differ-
ent — they comprise the case of incomparable elements.

Keywords: estimation of partial order, multiple pairwise com-
parisons with random errors, binary and multivalent comparisons

1. Introduction

The problem of estimation of the complete preference relation on the basis of
multiple pairwise comparisons in binary and multivalent form, with random er-
rors, has been considered in Klukowski (1994, 2011: Chapters 7 — 11). The
same approach can be applied to the partial order — the main difference con-
sisting in taking into account the fact of existence of incomparable elements.
This fact implies the following modifications: equivalent elements are not taken
into account, distributions of comparisons errors include probabilities related to
incomparable elements, and the aggregation of comparisons of individual pairs
with the use of the median (Klukowski, 2011) cannot be considered.

The idea of estimation consists in minimization of differences between the
form of relation, expressed in a specified way, and the comparisons available
(Slater, 1961). Thus, the estimates are obtained as the optimal solutions of the
appropriate integer programming problems.

*The original version of this paper was presented at the BOS 2014 (Operations and Systems
Research) Conference in September 2014 in Warsaw.
TSubmitted: August 2014; Accepted: November 2014.



578 L.KLUKOWSKI

The approach here presented rests on the statistical paradigm; therefore, it
provides the properties of estimates and the possibility of verification of the re-
sults obtained. The main property is consistency, for the number of comparisons
(for each pair) N — oo, under weak assumptions about comparison errors. In
the case of binary comparisons it is assumed that probability of a correct com-
parison is greater than that of the incorrect one. In the case of multivalent
comparisons, expressing the differences of ranks of the compared elements, it is
assumed that distributions of comparison errors are unimodal, with mode and
median equal zero. In the case of pairs composed of incomparable elements,
it is assumed that the probability of correct recognition of incomparability is
greater than 1/2. The estimators can be applied also in the case of unknown
distributions of comparison errors (non-parametric approach), which have to
satisfy the assumptions made.

In the earlier works of the author (Klukowski, 1994, 2008, 2011) two kinds
of estimators have been considered: the first one based on the total sum of
differences between the relation form and the comparisons, and the second -
based on the sum of differences with regard to medians of comparisons of each
pair. The second estimator imposes a lower computational burden, which is
important for large N. In the case of partial orders, such an estimator can be
applied, in a simple way, only for binary comparisons. Thus, the median case is
omitted in the present work.

The idea of the estimators, for the case of binary comparisons and the com-
plete relation, was presented in Slater (1961); some other ideas in the area of
pairwise comparisons have been presented in: David (1988), Bradley (1984), as
well as Flinger and Verducci (1993).

The paper consists of four sections and the appendix with the proof of the
theorem from Section 3. The second section presents the definitions, notations
and assumptions about comparison errors. The subsequent section considers the
form of estimators, for both kinds of comparisons, and their properties. The
last section summarizes the results.

2. Definitions, notations and assumptions about compar-
ison errors

2.1. Definitions and notations

The problem of estimation of the partial order on the basis of pairwise compar-
isons can be stated as follows.

We are given a finite set of elements X = {1, ..., T;,} (3< m<oo). There
exists in the set X a partial order relation R(). Each pair of elements (z;,z;)
is ordered or incomparable; thus the set of pairs of indices:

Rm ={<ij>|i=1..,m—-1j=i+1, ..., m} (1)

can be divided into two disjoint subsets, including comparable, Iy, and incom-
parable, I,,, pairs of indices, i.e.: Ry, = Io U I.
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The partial order relation can be expressed in binary and multivalent form.
The binary description Ty(z;, ;) (< %,j >€ Rm), expresses either the direc-
tion of preference in a pair of elements, or their incomparability; this fact can
be represented with three values: two possible directions of preference (values
of +1) and incomparability (value of 2). Such a description assumes the form:

—1if z; precedes x;,
To(zs,25) = ¢ 1 if x; precedes x;; (2)
24f x; and x; incomparable.

The multivalent description T),(x;, ;) expresses the difference of ranks of the
comparable elements, denoted (;;, or their incomparability; d;; = r — s is the
distance between the elements, where r is the rank of z;, and s is the rank of ;.
The distance can be presented through a digraph — it is, namely, the number of
edges connecting the elements of a pair, and, of course, it must be lower than
m. This description assumes the form:

To(zs,2;) = dij if elements x; and x; are comparable, 3)
HATOTIT T meif elements x; and x; are not comparable.

The values of the binary description are included in the set {—1, 1} U {2}, the
values of multivalent description - in the set {—(m—2), ..., =1, 1, ..., m—2}U
{m}. The sets of “comparable values” — binary and multivalent T,,(z;,x;) (v €
{b, n}) will be denoted, respectively, £, and ©,,:

o, ={-1, 1}, 9, ={-(m—-2), ..., =1, 1, ..., m —2}. (4)

Ezamples of the values Ty, (z;, ;) (v € {b, u}).
The relation form — the following partial order,i.e.:
1 precedes Ty, 1 precedes T3, To and x3 incomparable, 2o precedes 4, T3
precedes x4, T4 precedes Ts,
L={<1,2><1,3><1,4><1,5><2,4><25><3,4>,
<3,5>,<4,5>},
In={<2,3>}
The values of T, (z;, ;) (v € {b, u}) assume the form:

x -1 -1 -1 -1 x -1 -1 -2 =3

2 -1 -1 X 5 —1 =2

To(zi, ;)= x =1 =1 |, Tu(zs, ;)= x -1 =2
x -1 x -1

X X

2.2. Assumptions regarding the comparison errors

The relation form, expressed by Ty (2;, ;) or T,(x;,x;), has to be determined
(estimated) on the basis of N (N > 1) comparisons of each pair (z;,x;)
(< 4,5 >€ Rm), in binary form or in multivalent form, under disturbance
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by random errors. The form of T, (z;,z;) (v € {b,}) has to be compat-
ible with comparisons; they will be denoted — respectively - gy (;, ;) and
9ur(zi,z;) (k=1, ..., N). The comparison errors - respectively ©;.(z;, ;)
(binary) or ¥7; (i, 3:]) (multivalent) can be expressed in the following form:

1 (01 = 04f Gpi(xi,2;5) and Ty(x;,x;) are the same, (5)
bk \Tis T 1 f 9u(xi,x;) and Ty(x;, ;) are not the same,

0if guk( i, %) =mand Tu( ;)
@Zk(xivxj): 9k (T4, @5) — Ty (i, ;) if guk( » Lj
2m — 1 in other cases.

), To(za;) £m, (6)

The distributions of comparison errors have to satisfy the following assump-
tions.

Al. Any comparison 9yi(x;, ;) (v € {b, p}; k=1, .., N; < i,j >€
Rm,), is an evaluation of the value T, (z;, x;); the probabilities of errors

Py (i, z5) = 1) (L€ {0, 1})
and
P(@(zi, zj) =) (1€ {-2(m—1),...,0,...,2(m — 1),2m — 1})
have to satisfy the following assumptions:
Py (i, 25) =0) 21 -6 (6 €(0, 1)), (7)
P( ( iy J) —0)+P(¢bk( s J) 1) =1, (8)
ZP <P#k i ]) _l| guk( i J) TH(Iiv‘Tj) #m)=21-6, (6 € (07 1/2))7 (9)

<0

ZP ,U.k Ty, x5) = U] (i, 25), Tu(@i, x5) #m) 2 1=6, (0 € (0, 1)), (10)
>0
P(SDZk(xia‘rj) =1 | g#k(‘riij)5T#(wia‘rj) 7£ m, l P 0) =
(11)
P P(spﬂk(wia‘rj) =l+1 | g#k(wiij)vT#(‘ria‘rj) # m, l z 0)7

P(@Zk( is J)_l|guk( iy L), T, zj) #Fm, [ <0) >
(12)

P(wuk( i J)—l_1|guk( i J) (u J)?éml )7

> P (@i xs) =1 Gur(w, 25), Tu(xi, ;) # m)+
1#£2m— L (13)
+P(Ppp (i) = 2m — 1| Ty(xg, ;) #m) = 1.
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P(<P;k(xi7xj) =0 | TH(Iiv‘Tj) = m) >21-4¢ (6 € (07 1/2))7 (14)

(15)
+P(<sz(£vz,xj) =2m -1 | T#((Ei,.’ﬂj) = m) = 1,
P(SQZI@(IZ"IJ’) =2m-1 | Tu(xiuxj) S pu) <

(16)
< mlin{P(QDZk(xi,:vj) =l 1#2m—1, T,(z;, ;) € 9u)},
P(@Zk(a:i,:zrj) =2m—1| Tu(z;,7;) € P,)+

(17)

+ X (<sz(ilfi,$j) =1| Tu(xivxj) € pu) =1L
1#2m—1
A2. The comparisons: 9p(z;, ;) (k=1, .., N; <i,j >€ Ry) are indepen-
dent random variables, and the comparisons:

guk(Ii7$]‘) (k =1, ..., N; <i,j>€ Rm)

are also independent random variables.

The assumptions about comparisons reflect the following facts.

In the case of binary comparisons the probability of a correct comparison is
greater than of an incorrect one (see assumptions (7), (8)).

In the case of multivalent comparisons the following properties hold true.
The probability of the correct detection of an incomparable pair is greater than
1/2 (see relationships (14), (15)). The distribution of the error, in the case of
a comparable pair, is unimodal with mode and median equal zero (see relation-
ships (10) — (13)). The probability of an incorrect detection of an incomparable
pair is not greater than any probability of any incorrect difference of ranks (see
(16)).

The assumption about independence of comparisons can be relaxed in such
a way that (multiple) comparisons of the same pair are independent and com-
parisons of pairs comprising different elements are independent.

The random variables @p(2;, 7;) and ¥, (x;, z;), corresponding to any par-
tial order in the set X, denoted, respectively, by ty(z;, ;) and t,(x;,x;), can
be expressed in the following form:

04f Gpi(wi,2;5) and (i, ;) are the same,
Lif Gor(xi, ;) and tp(x;, ;) are not the same,

Por (i, ) = {
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04f Gur(xi,xj) =m and t,(x;, x;)
Pur (@i, ) = § Yk (T3, 25) — tu (@, ;) if guk( » Lj
2m — 1 in other cases.

)_ (17 J)?’éma

3. Estimation problems and properties of estimates

The idea of the nearest adjoining order estimators is to minimize the differences
between the comparisons, expressed in binary or multivalent form, on the one
hand, and the relation, expressed in a “compatible” way, on the other hand.
Thus, the estimates Ty(2;,2;) or T,(2;,2;) (< i,j >€ Rm) are the optimal
solutions of the discrete programming problems — respectively:

mln{ Z Z%k i %) (18)

<i4,j>€Rm k=1

mln{ Z Zwm i Tj) (19)

<i,j>€Rm k=1

where:
Fx — feasible set, i.e. family of all partial orders in the set X,
Oor(xs,25) (v e {bp}) — differences between comparisons and any rela-

tion from the family Fx.

In the book of Klukowski (2011), the consistency of such estimates was
demonstrated, for N — oo, in the case of the complete preference relation. The
proofs of the consistency are based on the following facts.

Firstly, the expected values of the random variables:

N
Wy = Z ZSDZI@(‘TZ'VTJ'), (20)

<i4,j>€ERm k=1

W:: Z Z |90uk is ])|7 (21)

<4,j>€Rm k=1

expressing the differences between the comparisons and the actual relation,
(Tv(wi,xj) or Tu(wi,w;) (< i,j >€ Rm)), are lower than the expected val-
ues of the variables:

Wb = Z Z Pore (T J (22)

<i,j>ERm k=1

N
W= 3 Y gl ), (23)

<4,J>€Rm k=1

expressing the differences between comparisons and any other relation, denoted
by Ty (x;, ;) or T\ (x5, ;).
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Secondly, the variances of these variables, i.e.: Var(% Wi, Var(% W),
Var(% W), Var(+ W), converge to zero, as N — oc.

Thirdly, the probabilities: P(W; < W) and Pw; < W,) converge to
one, as N — oo; the speed of convergence is determined by the exponential
subtrahend. These relationships can be formulated shortly in the following

THEOREM 1 The following relationships hold true:

E(Wy) < E(Ws), (24)
E(W;) < BE(W,), (25)
lim V (]L )=0, lim V (1W)fo (26)
Ngnoo ar NWb o Ngnoo ar N b

Jim Var(&w;) =0, Jim Var(£W,) =0, (27)
P(Wi < W) > 1 —exp{—2N (1~ )%}, (28)
P(W; < W) > 1 —exp{—2NG'}, (29)

where: 0 - positive constant, depending on Tu(xi,a:j) and the distribution of
Wi, x;).

Proof of the relationships (24) — (25) is similar to that for the case of complete
relation (see Klukowski, 1994, 2008, 2011: Chapters 7, 8), the respective idea is
presented in the Appendix.

The relationships (24) — (29) are the theoretical basis for establishing the
estimators Tb(:vi,xj) and T#(xi,xj) - implying their consistency. This is so,
because the random variables % Wy and % W: , corresponding to the actual re-
lation, have minimal expected values in the family Fx and variances converging
to zero. The optimal solutions of the problems (18) and (19), determining rela-
tions featuring the minimum values of differences with respect to comparisons,
indicate such relation with probability converging to one. The approach can be
applied also in the case of unknown probabilities of comparison errors. This is
especially important in the case of multivalent comparisons. In such a case and
for the number N of at least several, the distributions can be estimated in a way
similar to that applied for the complete relation (see Klukowski, 2011, Chapter
9).

Minimization of functions (18), (19) is not an easy problem to solve. For
a low number m of elements of the set X, i.e. just a couple, the minimization
can be performed simply by means of complete enumeration. For the moderate
values of m, the problem with binary comparisons can be solved with the use of
known algorithms (David, 1988). In the remaining cases, heuristic algorithms
are necessary (see also Hansen, Jaumard, Sanlaville, 1994).
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4. Concluding remarks

The paper presents the estimators of the partial order relation, which are based
on the pairwise comparisons in the binary and multivalent forms. They have
similar properties to those of the estimators of the complete relation, in par-
ticular — consistency and speed of convergence. The case of binary comparisons
is similar to the complete case, concerning the assumptions about comparison
errors and the form of the estimators. In the case of multivalent comparisons,
the assumptions about distributions of errors are more complex and lead to the
elimination of the approach based on medians from comparisons. The estimators
can be applied also to other structures of data, especially trees.

Appendix

The idea of the proof of the Theorem (relationships (24) — (29)).

The inequality (24), i.e. E(Wy) < E(W}) can be proved in similar way as
the inequality (32) in Klukowski (1994).

The expected value of the difference W;* — W, assumes the form:

E(W; —Wy) =
N N .
E( > Po(Tir) = > Y Pwl(@i ) =
<%,j>€Rm k=1 <4,J>E€ERm k=1
N
E E((pbk(xla ‘Tj) - @bk(xivxj) .

It is clear that each component E(¥}, (2, ;) — @pi (i, ;) can be either zero
or negative; the value of zero corresponds to the case of Ty(x;, ;) = Tb(:zri, z;),
while the negative — to the case of Ty(%, ;) # Th(24, ), because the probabil-
ity of correct comparison is greater than 1/2. This fact is sufficient for proving
the inequality (24).

The inequality (25) can be proved in similar way, even though this is more
cumbersome; the case of complete relation having been presented in Klukowski
(2008). Let us consider firstly two cases: T, (24, 7;) = m, T, (z;,2;) # m and
the opposite ones T),(x;, z;) # m, T#(xi, z;) =m.

In the first case:

E(|5 @i,z )| = @ (i, 25 )| 5 Tu(zs,25) =m) =
E(|e5 (@i, 2s) |5 Tu(xi,x5) =m) — E (1@ (xi,25) | 5 Tu(rs, ;) = m),

and:

E (¢ (@i, x5) |5 Tu(ws,z5) =m) =
(2m — 1)P(§0;k(xi,xj) =2m—1; Tu(z;,x;) =m), (30)
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E (| @i, ;)| Tu(wi,x5) =m) = E (| @ (@i, 25) | Tplws,x;) #m) =

(2m —1)P (| ¢Hk(xivxj ) =2m—1; T,(z;,x;) #m) (31)
+ > =T,z )| (P(Gur(wi, ) = 1)
lep,

It is clear that the value of (30) is lower than that of (31), because
P(#hp(zi ) =2m — 15 Tu(wi, ;) =m) < 1
and
P(@up(wi ) =2m — 1 | Tpu(wi,2;5) # m) > Ya.

In the second case:

E (¢ (@i, z;) |5 Tu(wi, z5) #m) =
2m = 1) P(Ppp(wi,x5) = 2m — 15 Tu(xi, x5) #m) +

S = Tu(wi,z; )| P(Gun(i,z;) =15 Ty(wi,x;) # m), (32)
lep,

E (| @i, ;) | 5 Tplwi,x;) =m) =
(2m = 1) Y P(Gur(ws ;) =1 | Ty(ws, ;) = m). (33)

lep,

The value of (32) is lower than that of (33), because:

e in (32) the component multiplied by the maximum value of the proba-
bility function P(9uk(®i, ;) = Tu(Ti, ;) ;3 Tu(wi, ;) # m) is equal to
zero, the component (2m — 1)P(9uk (s, 2;) = m ; Tu(x;, ;) # m) is
a product of (2m-1) and the minimal value of the probability function,
and the remaining components are products including the probabilities
lower than the maximum of the probability function and values lower
than 2m — 1;

e in (33) the component with the minimum probability P(9ur(z;,z;) =
m ; Tu(x;,x;) # m) equals zero, while the remaining part of probability
(i.e. 1 — P(9uu(zi, z;) =m; Tu(wi, ;) # m) is multiplied by 2m — 1.

The proof of the inequality (25), for the remaining values of T} (z;,x;),

Tu(zi,25) (<i,j >E€ Rm), is similar.
The validity of the relationships (26) results from the following facts:
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e cach random variable:

Z Ypp(xi, x;) and Z O (T3, i) (k=1, ..., N)

<i,j>ERm <i,j>ERm

has finite, bounded expected value and variance,
e the variances of the variables:

N N
%Z S ), £ Y0 D Gulw, )

k=1<i,j>€ERm k=1<i,j>ERm

are bounded (see(7)); their values will be denoted - respectively: =+ V;*
and % f/b, where: V;* and Vj - maximum of variances of the variables

N N
Z Z bpr (s, ) andz Z Gor(Tiy T5),

k=1<i,j>ERm k=1<i,j>€Rm

respectively,
e the values of % V' and % V', converge to zero, as N — co.

The validity of the relationships (27) can be proved in similar way.

The validity of the inequalities (28), (29) can be proved on the basis of
Hoeffding’s (1963) inequalities for a sum of independent, bounded random vari-
ables. The inequality applied in the case under consideration assumes the form:

N N
P(ZYk—ZE(Yk) > Nt) gexp(—2Nt2/(b—a)2), (%)
k=1 k=1
where:
Y1, ..., Yn — independent random variables satisfying

with:
a, b — finite constants,
t — positive constant.
The inequality (*) can be applied to the random variables

N
YooY @hklwiw) = Gurlwizy) (v e {bpu}),

k=1<i,j>ERm
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after the following transformation:

(Z Z (‘Pik(%%) _(Z)vk( ) ])) <0)

=1<%,>€ERm

RS Y () — Gulnn;) > 0) =

k=1<i,j>€Rm

CP(E Y () — G )

k=1<i,j>€Rm

B S (@hnns) — Golen) >

k=1 <i,5>€Rm

CEY Y @) — Gul@n)).

k=1<t,j>€ERm

The probability subtracted from one can be evaluated on the basis of Hoeffding’s
inequality (*) using simple transformations. In the case of binary comparisons,
the value (b — a)2, in inequality (*), equals 4 and

t:2(% —9).

Moreover, any component of the sum:

Z S (@) — Gupli,y))

k=1 <%4,7>€ERm

is negative or equal ) (for each (z;,x;) (<i,j >€ Ry,)) and, after dividing the

sum
Z Z Uk ‘Thxj) _Szvk(‘ria‘rj)

k=1 <%,7>€ERm

by the number of non-zero elements (i.e. non-equal values of ¥*, (z;,z;) and
@ur(Ti,5)), can be evaluated by —2N (12 — §). These facts are sufficient for
proving the inequality (28).

The proof of the inequality (29) is similar, with such a difference that the
value of (b — a)” is different than 4 and the value of ¢ cannot be expressed on
the basis of §; more precisely, the value of ¢t depends on the distributions of
comparison errors and values of T'(z;,%;) (< 4,j >€ Ry). The value of § in

(29) can be determined in a similar way as in the case of the complete preference
relation (Klukowski, 2008).
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