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Abstract: The problem of estimation of the preference relation
in a finite set on the basis of pairwise comparisons, in the form
of differences of ranks with random errors, with the use of nearest
adjoining order idea (NAO), is investigated in the paper. The results
presented are extension and correction of the earlier works of the
author; especially the case of multiple independent comparisons of
each pair is examined. The comparisons of each pair are aggregated
through the average or the median of comparisons. The estimated
form of the relation is obtained in both cases on the basis of discrete
programming tasks. The properties of the estimators are obtained
under weak assumptions about distributions of comparison errors,
in particular, the distributions may be unknown.
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1. Introduction

The paper presents extensions of the method of ranking elements from a finite
set on the basis of pairwise comparisons, in the form of differences of ranks
with random errors, presented in Klukowski (2000). The results discussed in
Klukowski (2000) relate to the case of one comparison of each pair and require
some correction (see Section 4). The extension examines the case of multiple
comparisons; the comparisons of each pair are aggregated in two ways, first
by simply averaging of (each pair) comparisons; then through median from the
comparisons. In both cases the idea of nearest adjoining order (NAO) is applied
(see Slater, 1961; David, 1988, section 2.2). The results obtained are based on
weak assumptions about distributions of comparison errors, their distributions
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may, in particular, be unknown. The properties of distributions of comparison
errors assumed in the paper may be verified with the use of statistical tests
(for unimodality, mode, median, symmetry). The basis for the properties of
estimators are the well known probabilistic inequalities: Hoeffding’s inequality
for sums of bounded independent random variables (Hoeffding, 1963) and the
Tshebyshev inequality for expected value; some properties of the order statistics
(David, 1970) are also used. In the case of averaging approach the probability of
the event that some random variable (defined in Section 3) corresponding to the
true relation (the errorless estimation result) is lower than the variable corre-
sponding to any other relation, converges exponentially to one. Some asymptotic
properties are obtained also for the median approach.

The empirical problems having such structure often appear in practice, e.g.,
an assessment “student X exceeds student Y, according to substance matter, for
three classes” has such form. In statistics, estimation based on some function
(difference) of two random variables is a typical problem.

Let us note that the comparisons in the form of differences of ranks with the
properties assumed can be obtained also on the basis of rankings (estimates)
resulting from comparisons in the form of direction of preference (Klukowski,
1994). It allows for constructing two-stage estimators: the first step — to obtain
estimates of the relation form with the use of comparisons indicating direction
of preference and to determine differences of ranks for each estimate; the second
step — to apply the algorithm based on differences of ranks (Sections 4, 5). The
assumptions on comparison errors may be verified wit the use of statistical tests.
It seems that the two-stage approach can be more efficient than the approach
from Klukowski (1994), Section 5. Therefore, examination of the estimator
based on differences of ranks is needed.

The empirical results, based on actual data and initial simulation experi-
ments, are promising — also for “inconvenient” forms of distributions of com-
parison errors (asymmetric, with non-zero expected value).

The literature on ranking problems is quite extensive; for example the prob-
abilistic approach is presented in David (1988), Marden (1995), the learning
approach in Hastie et al. (2001), Chapter 14, Kamishima and Akaho (2006), the
fuzzy approach in Yager (2007).

2. Problem formulation

The problem considered is an extension of the one stated in Klukowski (2000)
for the case of N > 1 independent comparisons of each pair.

It is assumed that in a finite set of elements X = {x1, ...,z } (m > 3) there
exists an unknown complete weak preference relation R of the form:

R=IUP, (1)

where:
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I — the equivalence relation (reflexive, transitive, symmetric),
P — the strict preference relation (transitive, asymmetric).

The preference relation R generates from elements of the set X the family
(sequence) of subsets x7,..., x5 (n < m), such that each element z; € x} is
preferred to any element x; € x; (r < s) and each subset x; (1 < ¢ < n)
comprises equivalent elements only.

Relation R can be characterised by the function T': X x X — Dy, Dy =
{=(n—=1),...,0,...,n— 1}, defined as follows:

T(xi,xj) = dij = T € X:, Tj € X:, dij =7r—S. (2)

The value of the function T'(x;,x;) expresses the difference of ranks of the ele-
ments z; and z; in the relation R. In the case T'(z;, z;) < 0, (T'(x;,z;) > 0)
the element x; precedes element x; (element x; precedes x;), for d;; positions.
The value T'(z;,z;) = 0 means the equivalence of both elements (they belong
to the same subset X7, 1 < ¢ < n). It is obvious that T'(x;, z;) = —T (x4, x;) for
T() 0.

The relation form is to be determined (estimated) on the basis of pairwise
comparisons of elements of the set X, disturbed by random errors. Each pair
(xi,x;) € X is compared independently (in stochastic sense) N times; the result
of k-th comparison (k =1,...,N; N > 1) is the value of the function:

g :XxX—>D, D={-(m—-1),...,m—1}; (3)

the result gi(zi,x;) = ¢k is an assessment of the difference of ranks in the
pair (z;,x;), in k-th comparison. The set D can include values from the range:
—(m —1),...,m — 1 because the number of subsets n is assumed unknown.

It is assumed in the paper that each comparison gx(z;,z;) (1 < k < N)
can be disturbed by a random error; it means that the difference T'(x;, z;) —
gr (s, x;) may assume values different from zero — with some probabilities.
The comparisons gx(z;, ;) and g;(x,, zs) are assumed independent, i.e.:

P((gr(xi; x5) = cijr) O (gi(@r, T5) = cral)) =
= P(gk(xlaw]) = Cijk:)P(gl(:Eru :Es) = Crsl) (k 7é l) (4)
The probabilities, which characterize each distribution of comparison errors

will be denoted with the symbols a;;x (1), Bijr (1), vijx(1); the probabilities are
defined as follows:

aiji(l) = P(T (x4, z5) — gr(zi, z5) =1 T(x,x5) =0)
(—(m—-1) <1< (m—1)), (5)
Bije(l) = P(T(z4,25) — gr(wi, ;) =15 T(x4,25) <0)

(=2(m —1) <1< 2(m - 1)), (6)
Yige(l) = P(T (i, 25) — g(wi, x5) =15 T(xi, ;) > 0)
(=2(m —1) <1< 2(m—1)). (7)



714 L. KLUKOWSKI

It is obvious that the probabilities (5)—(7) have to fulfil the conditions:

(m—1) 2(m—1)
Z ik (l) = 15 Z 61]1@( ) Z ’Yljk(l) =1. (8)
I=—(m-—1) I=—2(m—1) I=—2(m—1)

Moreover, it is assumed that the following assumptions hold:

ZP (@i, ) — gr(zi,zj) =1) > 1/2, 9)
1<0
ZP (@i, 25) — gr(mi, ) =1) > 1/2, (10)
1>0
P(T(zs,x5) — gr(wi, x5) = 1) 2 P(T(23,25) — gr(za, z5) =1+1); 120, (11)
P(T(xi, ;) — gr(xi,xj) =1) > P(T(xi, ) — gu(zi, ;) =1—1); 1<0. (12)

The conditions (9)—(12) guarantee, that: e zero is the median of each distri-
bution, e each probability function is unimodal and e assumes maximum in zero.
The expected value of any comparison error can differ from zero (especially, for
T(z;,xj) = £(n—1), the expected value of the comparison is typically different
from zero, because usually P(T'(z;, ;) — gr(zs, z;) = 0) # 1).

The probabilities a;;x(0), Bi;x(0) and ;% (0) may be lower than ; hence, the
assumptions about errorless comparison are more general than those in zero-one
approach (see Klukowski, 1994).

For simplification, it is assumed that distribution of any comparison error
T(zi,xj) — gx(zi, ;) (x5, ;) € X x X) is the same for each k, 1 < k < N (as
a result the comparisons of each pair ¢1(x;, x;),...,gn(x;, ;) are iid random
variables). Therefore, the index k will be omitted in symbols: ;i (1), Bijr (1),
vijk(1). The relaxation of the assumption about identical distributions is not
difficult.

The probabilities a;;(I) (—(m — 1) < I < m — 1) determine the probabil-
ity function of comparison errors for equivalent elements x; and x; (because
T(zi,xz;) = 0). The probability a;;(l) means that a result of comparison as-
sumes value [, when both elements are equivalent; especially «;;(0) denotes the
probability of errorless comparison (because T'(z;, z;) = gi(z;, z;) = 0). In the
case of known number of the relation subsets (index n) the interval of integers
[—(m —1),m — 1] (“support” of comparisons gx(-)) ought to be replaced with
the interval [—(n — 1),n — 1]. The interpretation of the probabilities 3;;(I) and
vi; (1) (=2(m —1) <1 < 2(m — 1)) is similar, with the difference that they both
determine distributions of errors for non-equivalent elements.

The problem of estimation of the preference relation can be stated formally
as follows:

To determine the relation R (or, equivalently, the sequence of subsets x3,..., x})
on the basis of the comparisons gi(z;,z;) (k = 1,...,N), made for each pair
(Ii,Ij) e X x X.



Estimation of the preference relation on the basis of multiple pairwise comparisons 715

Let us emphasize that it is not assumed that the probability functions of
comparisons errors (probabilities a;; (1), 5i; (1), vi; (1)) and the number of subsets
n are known.

3. Basic definitions and notation

The following notation is introduced for further considerations:

e t(x;,x;) — the function, which determines the difference of ranks for each
pair (z;,z;) € X x X in any preference relation in the set X, i.e.:

t({Ei,!Ej) = dij = Ti € Xk, Z; € X1 dij =k-1. (13)
o I(x1,---,xr), Pi(x1,---sxr), Po(x1,-..,Xxr) — the sets of pairs of indices
< i,j > generating a relation (x1,...,Xr), i.€

I(x1,-- - xr) ={< 4,5 > t(xs,25) =0; 5 >i}, (14)

Pl(Xla"'7Xr):{<iaj>|t(xi7xj)<0§ j>i}, (15)

Po(x1,- -5 xr) = {< 6,7 > | t(zi,z5) >0, j>i}; (16)
o Ry =1(Xx1,-- s Xr) UPL(X1, - X)) U P2 (X1, - X)) =

{<i,5>|1<i,5<m;j>i}; (17)
oM =m(m-—1)/2=#(Rn) (18)

(the symbol #(Z) denotes the number of elements of the set =).

The properties of the estimators examined in the paper are based on random

variables Ui(f) (X1, -5 Xr)s Vig-k) (X155 Xr), Zi(;.c) (X155 xr), WE (xa, .0, xr)
defined as follows:

U (s ooxe) = lgnlanz)) [tz a) =0, (19)
VPO, oxe) = (M) — gilws o) | Haiag) <0, (20)
Z3 (1) = s 2y) = gilai ) |t x;) > 0, (21)
who= S uPo+ Y viPo+ > zP0). (22

<i,j>€l(-) <i,j>€P1 (") <i,j>€EP> (")

Random variables and other symbols corresponding to the relation R (error-
less result of the estimation problem) will be marked with asterisks, i.e.: U(k)*

Vigk)*, fj) I, py, Py, WR)* while variables and symbols corresponding to

any other relation X1, e ,XTLglfferent than the errorless one, will be denoted:
o vk z® T P, Py, WK, For fixed k (1 < k < N) the difference

ij 0 Vig 2 “ij o
WE* _ (k) can be written in the form?!:

IThe sum (23) comprises, in Klukowski (2000), six components only; it does not comprise
the variables QE§5)(< i,j >€ Ss) and QE?S)(< i,j >€ Sg). Therefore, the evaluation (33)
from Klukowski (2000) also requires correction (see formulas (46) and (63) in this paper).
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* 117 k)* (k k)* ~(k
wh—wm = N wPr vy S w20+
I*N(Py—P}) I*N(P,—P})

k)* ~(k k)* —(k
D St DR SR
Prn(I—-I%) PrN(P:—Py)

k)* k)* ~(k
+ Z (Vzg) _Vig‘))*' Z (Zi(j) _Ui(j))

(PPN (T()AL(-) Pyn(I-1Iv)

k) * 5 (k k) * ~(k
oy @ -V Y @i - (23)
Pyn(Pi—Py) (P3OP)N(T()#H(-))

or shortly in the form

8
wm Wk =33,
v=1 S,
where
QUY Ul v g —(<ij>|<ij>el (B -P))  (24)
QI =ulr —ZW, Sy={<ij>|<ij>el*n(P— P}, (25
QWY =y _g® | sy —(<ij>|<ij>ePrn(-17}),  (26)
QU =Vt - ZW Sy ={<ij>|<ij>ePn(P-F5)},  (27)
Q) _ y e _ )

17 17 iy
Sy ={<i,j>|<ij>e(PfnP)N(T(x,x;) # t(z,2;))}, (28)
QWD =z UM, Se={<ij>|<ij>ePyn({I~I} (29)

QWY =z vV s ={<ij>|<ij>ePn (PP}, (30)

1] ?

QU® — Z(k) _ 5
ij

1]
Sg={<i,j>|<ij>e(PsnP)N(T(x;,x;)# t(zs,2;))}. (31)
kl/)

The following properties of the random variables @Q;;
further considerations:

are necessary for

LeMMA 1. The expected value of each random variable Q;; (kv) (1 <k<N;
<i,j>€8,;v=1,...,8) satisfies the condition:

EQ™) <o. (32)

]

Proof is similar to the proof of Theorem 1 in Klukowski (2007).
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4. The case of averaged comparisons

The estimator presented in this section is based on averages from individual
random variables U (-), Vzgk)(), ZZ-(;C)(), i.e. the variables: U;;(+), V;;(-) and

_ v
Z;;(-) defined in the following way:

06 = L0y (33)
J Nk:1 ]
Vo) LSy 34
m-N; ij®(), (34)
= 1o~ )
Zij(') = N ZZij () (35)
k=1

Similarly, random variable W (-) is defined as follows:

W= > Ui+ > VyO+ D Zy(). (36)

<i,j>€l(-) <i,j>€P; (") <i,j>€EP(-)

The symbols corresponding to the relation x7,...,x; will be also denoted
with asterisks, i.e. UZ(-), Vii(-), Z;5(-), W*, while the symbols (iorrespONnding
to any other relation X1,..., X, will be denoted by tildas, i.e. U;;(-), Vi (),
Zii (), W. ) ) )

Note that variables U;;(-), Vi;(-) and Z;;(-) satisty, under the assumption
of identity of distribution functions a;x (1), Bijx(1), Vijx(l) (1 < k < N) , the

conditions:

E(U3;(-) = BUSF (). (37)
E(Vii() = BV ()), (38)
B(Zi;(-) = B(ZP(), (39)
Var (Ui; () = % Var (U (), (40)
Var (Vi () = % Var (V" (), (41)
Var (Zi(-)) = % Var (2 ()) (42)

The difference W*(-) — W(-) can be expressed in the form:

W -We = S O -Vi)+ > (5 Zig)+

(P —P}) I*N(Py—P})
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Y WU+ Y (V- Zy+

Pra(-I%) PyN(P—Py)

+ Z (Vij = ‘:}1]) + Z (Z3; - 51‘3‘)4'
(PrPON(T()AE)) Pyn(I-17)

Y @V Yz Zy)
Py (Pi—P;) (PynP)N(T(-)#t(+))

8

_ ZQE;)’ (43)

v=1 S,
where

QW =T —Vy, <ij>es,

QP =Us — Ziy, <i,j>€ Ss,

QW =V —Uy, <ij>€Sy,

Qg) =Vi- Zi;, <i,j>€ Sy,

QW = Vi -V, <ij>€Ss,

QY = 7y — Uiy, <i,j >€ S,

QY =75 - Vi, <ij>€ S,

QY = Zr — Zy;, <i,j>€ Sy,

(S, - same as in (24)—(31)).
It results from the lemma presented in Section 3 that:

E(W*() = W(-)) < 0. (44)

Moreover, we can establish the evaluation of the probability P(W* < ﬁ)
Hoeffding’s inequality (see Hoeffding, 1963):

N N
P <Zn -Y EY) > Nt) < exp{—2Nt*/(b - a)*}, (45)
k=1 k=1
where:
Y;, (i =1,...,N) — independent random variables satisfying condition

Pla<Y;<b) =1, (—o0o<a<b<oo);
t — positive constant,
will be used as the basis for evaluation.
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THEOREM 1. Probability P(W* < ﬁ;) satisfies the inequality

: (10)yy2
N (X TEQY™)
PW*<W)>1- —2N= 4
8
where: ¥ — the number of elements of the set |J S,.
v=1
Proof. Probability P(W* < W) can be expressed in the form:
PW* <W)=1-P(W*—W >0) and
— 8 —
PV =W >0) =P > QY >0) =
v=1 S,
8 N N 8
kv kv
PN %2 05" 20 =PQ 0" @) 20, (47)
v=1 S, k=1 k=1 v=1 S,
where
(k1) _ pr(k)= (k)
Qi; = Uy Vii s
QS — 2 -7
Last inequality in (47) can be transformed in the following way:
N 8
kv
PR3 Q5" >0 =
k=1 v=1 S,
N N 8 N 8
kv kv kv
=P Q) - BEQS(YQG) 2 —EQo OS> Q) =
k=1 v=1 S, k=1 v=1 S, k=1 v=1 S,
N 8 . 8 8
v 1,v 1,v
=P D QG =N Y EQGT) 2 -NY D E@GT)). (48)
k=1 v=1 S, v=1 S, v=1 S,

Equality (48) results from the assumption that for any k& (1 < k < N) the
distributions of the random variables Ui(f)(-), V(k)(-) and ijk)() are the same.

ij
Therefore, the expected values of the variables QEI-W) (1 < k< N) are also the

J
same.
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The probability (48) can be evaluated on the basis of Hoeffding inequality (45)
in the following way:

N 8 8 8
PO QM NS S EQU) = NI S EQUM) <
k=1 v=1 S, v=1 S, v=1 S,
(£ SEQY))
<exp{ —2N ”*(2 0”(m e (49)

The evaluation (49) results from the following facts: the absolute value of each

difference |T'(x;, ;) — g (@i, ;)| — |t (xs, ) —gr (x4, ;)] (24, 2;) € XxX) cannot
8
exceed the value 2(m—1), the number of components of the sum >~ > E(QE}’”))
v=1S,
equals ¥ and each expected value E(QZ(-;W)) is negative (see Lemma in Section
3). The evaluation is equivalent to the proved inequality (46). [

The inequality (46) shows that P(W* < W), i.e. the probability of the
event that the value of the random variable W* is lower than of any other vari-

able W, converges exponentially to one, for N — oo. Moreover, each variance

Var (W(x1,---,Xxr)) converges to zero, when N — oo. Therefore, any variable
W(x1,-..,Xr) converges stochastically to some constant @(X15- -+ Xr); the con-
stant ©*, corresponding to the variable W* (i.e. relation x7,..., X)) assumes

minimal value in the set {@(x1,...,Xr) | X1,---,Xr € Fx; Fx — the family of
all preference relations in the set X}. This facts indicates the form of the esti-
mator — to determine the relation Y7, ..., X7, which minimizes the value of the
random variable W (x1, ..., X,) for given comparisons gi(v;, ;) (k =1,...,N;
(zi,x;) € X x X). Let us notice that the value of the right-hand side of inequal-
ity (46) depends on the form of relation X1, ..., X,; an increase of “dissimilarity”
between Y1,...,Xr and actual relation x7,..., X} increases the expected value
8 —

> ZE(QSV)) and — finally — decreases the probability P(W* > W). In
v=115,

other words — a more dissimilar relation 1, ..., X, in comparison to the rela-
tion x7,..., X5, is less probable.

The optimization task for the case under examination assumes the form:

N
min > Y ) - gl o (50)

0} [O)
X1 X () EFX | <4 j>€R,, k=1

where:
Fx — the feasible set of the problem, i.e. the family of all preference relations
in the set X,
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) (24, x;) — the function describing the relation ng), cee Xiﬂ) from the feasible
set F'x

(the factor % is omitted, because it does not influence the form of the optimal
solution).

There may be more than one solution to problem (50). In case of multiple so-
lutions, the inequality (46) refers to whole set of solutions obtained. The unique
form of the relation can be chosen randomly or with the use of an additional
criterion, e.g. minimal value of the expression

N o~
E |t(.’I]i,.’L’j) —gk(!Ei,lUj)|
!

<i,j>€I(X1,:Xn

the function #(-) describes the estimate Y1, .., Xa.

The evaluation (46) is similar to those presented in Klukowski (1994) point 5.1,
corresponding to the case, when comparisons indicate the direction of prefer-
ences (not difference of ranks). The right-hand side of probability (46) is better
(assumes higher value), than the evaluation presented in Klukowski (1994) in
the case, when:

8
O EB@I))?/(29(m — 1)) > (1/2 - 6)?,

v=1 S,

where § denotes maximum probability of error in comparisons expressing the
direction of preference.

The numerical value of the right-hand side of inequality (46) can be deter-
mined in the case of known distributions of comparison errors and the form of
relation x7,...,x.. If not, they can be replaced with estimates or evaluations
(see Klukowski, 2007). The estimation requires sufficient number of comparisons
N, at least several.

Let us notice that the evaluation (46) is, in general, significantly under-
estimated; its negative feature is dependence on the number of elements m.
Therefore, in the case of “reliable” estimation of the relation form (it is indi-
cated by the minimal value of the function (50) close to zero), the value m — 1
can be replaced by the estimate 7 — 1. The estimate can be usually “reliable”
for moderate NNV, e.g. several, because of the exponential form of the right-hand
side of inequality (46).

It is also possible to consider the estimation problem with the quadratic
function instead of the absolute value, e.g.:

Ui, x;) = (t(ms, 25) — gr(we, 25))% tas, ;) = 0; (51)
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N
W2(.'L'7;,xj) = % Z( U}?(l'ial'j) + Z Vk2($ia$j)+
k=1 <i,j>el(-) <i,j>EP1 ()
+ Z Zi (i, 5)); (52)
<i,j>€Ps(+)

or with the use of the average g(z;, ;) instead of individual g (z;, z;), e.g.:

Ui, xj) = [t(zi, 25) — glai, 25)|; (i, 25) = 0; (53)
W(,’Ei, :Ej) = Z U(l‘i,l'j) + Z V(J;i,;[;j)—f—
<i,j>€I(-) <i,j>EP1(-)
+ Y Zway), (54)
<i,j>€P>(:)

where: g(z;, 2;) = & Z gk (24, 5), etc.

The minimization problems assume the following forms for these functions:

N
o min GFX{ > Z(f(”(%%‘)—gk(wiawj))2}a (55a)

1o X0 <i,j>ERm k=1

oo Y ) - gl | (551)
Xi7henx )y EFx i iSeR
() <,)>E€ERm

The properties of such estimators need further investigation.

5. The median approach

In the case of the median approach it is assumed, that N is odd, i.e. N =
21 +1 (1t =0,1...). The form of estimator is based on the random variables:
Ume,N(:Eia :I:j); Vme,N(:Eiu :Ej); Zme,N(:Eiu :Ej); Wme,N(Xlu (R 7XT‘) defined in the
following way:

Une, N (i Tj) = |gme, N (w5, 25)]; t(2i,25) =0, (56)
Vine, N (Tis ¥5) = [H(%i, %) — Gme,N (i, 7)) H(zs,75) < (57)
Zme,N iy 25) = [6(2i; 25) = Gme, N (i, 75) ; (l‘u zj) > (58)
Wme,N(Xl;--~7Xr): Ume,N(Iiazj +Z Vme,N : +Z Zme,N(Iian)a (59)
1() P1() P2(;)
where: gme N (i, ;) — the median from comparisons gi(z;,z;) (k=1,...,N),
Le. gme,N(Ti, ;) = g((N+1)/2)(Ti, ), while symbols gy (x4, 25), . . ., gy (T4, x5)
denote the comparisons: ¢1(x;,2;),...,gn(zi, ;) ordered in non-decreasing

manner.
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The symbols corresponding to the actual relation x7, ...

asterisks, i.e.: U o Ny Vil me Ny Zi

other relation Y1, ...

Using such notation, the difference W v —

ij,me, N

, X» are marked with
Wi .e.n» while corresponding to any

s Xn — with tildas, ie.: Uij,me,N; Vij,me,N; Zij,me,N; Wme,N-

Wine,n, the basis for the prop-

erties of the estimator based on medians, assumes the form:

2.

I*N(Py—P})

+ Z (Ui?,me,N - Zij,me,N) +
I*N(P,—Py)

DY

Py (Pa—Py)

>

Pyn(I-1I*)

LS

(P3NP)N(T()#K())

. —
me,N — Wme,N =

(Viime.N = Zijme,N) +

(Z35 me.n = Uijime,N) +

equivalent to:

8

W:;Le,N - Wme,N = Z Z Qz(';,,)me,N’

v=1 S,

where:

Ql('Jl})me,N = Ui?,me,N - ‘A}ij,me,N,
Ql('?,)me,N = U;;',me,N - Zij,me,Nu
Qz('?,)me,N = Vvi;',me,N - ﬁij,me,Na
Qz('j,)me,N = ‘/i;’,me,N - Zij,me,N,

(5) _ 1= T
Qij,me,N - ‘/ij,me,N - ‘/iqu&N?

*

(8) _ 7
Qij,me,N - sz,me,N - Zlg,me,N;

(S, — defined in (24)-(31)).

The properties of the difference W,

lowing

(Ui*j,me,N

(Z35 me,N — Zij,me,N ),

e, N

- ‘A}ij,me,N)‘F

>

Prn(I—-1%)

(V;;,me,N - Uvij,me,N)‘i‘

( i;,me,N - ‘/ij,me,N)+

>

(PFOPON(T()AL())

>

P;n(PLi—Py)

(Zz'*j,me,N - ‘/ij,me,N)"'

<1t,j >€ 51,
<i,j >€ So,
<i,j >€ 83,
<1,j >€ 84,

<1,j >€ S5,

<1,j >€ Ss,

— Wine,~ are determined in the fol-
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THEOREM 2. The difference W, n — Wme’N satisfies the inequalities:

E( ;ze,N - Wme,N) < 0, (62)

(Z ZmeeN)
Al(m— 1)+2)\2( - 1)+)\3(m—2)’

P(Wion < Winen) > (63)

where: )\1 = #(Sl @] SQ U Sg @] Sﬁ) /\2 = #(84 @] 87) )\3 = #(S5 U Sg) (#(E)

denotes the number of elements of E).

Proof of inequality (62). Inequality (62) is true for N = 1 (on the basis of the
inequality (32) — see Lemma 1 in Section 3). For N =27+ 1 (71 =1,...,) the
proof is similar to the case examined in Klukowski (2007); therefore its draft is
presented only below. The probability function P(T(xi, ;) — gme,n (zi, z;)) = 1)
(N =274+1;7=0,1,...,) satisfies for each pair (z;, z;) € XxX the inequalities:

P(T(‘Th 'rj) - gme,NJrQ(Ii ) O) ( (Iia Ij) - gme,N(xiv :Ej) = O)a (643‘)
P(T (i, 25) = Gme,N+2(@i, 2j) = 1) < P(T(25,25) — gme,n (25, 25) =1) (1 #0).
(64b)

Inequalities (64a, b) result from the following facts: probabilities P(T'(x;,x;) —
Ime,~N (Ti, ;) = 1) can be expressed in the form (see David, 1970, Section 2.4):
P(T(2i,25) = Gme,n (%, ;) = 0) =

= P(T(%i,25) = Gme,n (ziy2j) < 0) = P(T(24,25) = Gme,n (i, 7)) < —1) =

G(0)
= L (N=1)/2/1 _ \(N=1)/2 X
(N = 1)/2)!)2G(/1) t (1-1) dt, (65a)

P(T(xivxj) - gme,N(xiaxj) = Z) =

G()
N!
G(1-1)

G(l) = P(T' (i, 5) — g (@i, 25) < 1).

The expressions (65a) and (65b) are determined on the basis of beta distribution
B(p, q), with parameters p = ¢ = (N+1)/2. The expected value and variance of
the dlstrlbutlon assume the forms, respectively: 1 and ((N+1)/2)%/(N+1)?(N+

2) = NS +2) The variance of the distribution converges to zero for N — oo and
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the integrand in integrals (65a, b) is symmetric around 1. These facts guar-
antee that: the distributions of the random variables T'(z;, ;) — Gme, N (Zi, T;)
((z;,zj) € X x X) are for each N unimodal, their probability functions assume
maximum in zero (i.e. for T'(x;, ;) — gme,n (zi, ;) = 0) and satisfy the inequal-
ities (64a, b). Last two conditions are sufficient (see the assumptions (9)—(12)
and Lemma 1 from Section 3) for the inequality (62).

Proof of inequality (63). The inequality (63) is proved on the basis of Chebyshev
inequality for expected value. For this purpose the left-hand side of the inequal-
ity is transformed to the form P(W eN < Wine N)=1-— P(W* Wme’N >0)

m
and each random variable Q
non-negative expected value:

ijome, N 18 transformed to the form, which provides

Qe n=Q) o+ (m—1) (¥=1,2,36), (66)
Qihen = QW o n+2m—1) (v=58), (67)
Qi_g’l,/r)ne,N = Qg_ljl,me N + ( 2) (7/ =4, 7) (68)

The probability P(Wme N Wme, ~ = 0) can be evaluated in the following
way:

ZZQszeN (m_1)+2)\2(m—1)+)\3(m—2))<

v=1 S,

(Z Z z],meN)
S M= 1)+2)\2( T+ am—2)

(Z ZQUmeN)

v=1S,
- (AL +2X2)(m — 1) + A3(m — 2)° (69)

The inequality (69) is equivalent to proved inequality (63). [ ]

The right-hand side of the inequality (63) is included in the interval (0, 1).
Its numerical value can be determined in the case of known distributions of
comparison errors P(T'(-) — gme.n(-) = ¢). In the opposite case it can be esti-
mated or approximated. An approximation procedure for this purpose, useful
for moderate N (lower than several), based on the formulas (65a, b) and an
assumption about symmetry of distribution tails, can be constructed in similar
way, as in Klukowski (2007), for the tolerance relation. For N greater than
several, unknown probability functions of comparison errors can be estimated.
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The evaluation (63) based on the value m is usually underestimated (lower
than actual probability) and — similarly as in the case of averaged comparisons
— the values: m—1, 2(m—1) and m — 2 can be replaced by the estimates based
on 7.

The minimisation task for the estimation of the preference relation is similar,
as in the case of N =1 (see (50)). It assumes the form:

om0 [0En) — g ()| (70)
X1 X () EFX <4 j>€eR,,
There may be more than one solution of the task (70).

It should be emphasized that the evaluation (63) is based on rough probabil-
ity inequality. However, it seems conceivable that for some types of distributions
of comparison errors, the efficiency of the median approach is similar to that for
the averaging approach.

The right-hand side of the inequality (63) does not converge exponentially
to one. However, the estimator, which guarantees such convergence can be
constructed for medians (from differences of ranks) on the basis of the approach
presented in Klukowski (1994), point 5.2. The differences of ranks have to be
transformed into comparisons indicating the direction of the preference, which
satisfy the condition that probability of errorless comparison is higher than %
The idea of the transformation can be presented briefly in the following way. On
the basis of the formulas (65a, b) we can determine the minimal value (integer)
k, (k < N), which guarantees, for each pair (z;,z;) € X x X, satisfaction of the
condition:

P(T() - gme(ﬁ)(') = O) > % (71)

where: gpe(x)(-) is the median in the subset of x consecutive comparisons, i.e.

{910)s -+, 9x()} or {gr+1(), -+, 926(1) }, ete.
Let us define the random variables U+ (x1,-.-sXr), Vijr(X1s--+) Xr)s
Zii~(x1,---,Xxr) in the following way:

Uijr (X1 X)) = {0; Ome,r(Xi, ;) = t(x;, z;) for < z,] >INty Xr);
' 15 Gme,r(Tiy ) # t(zs,xj) for <i,j>€I(xa,---sxr),
(72a)
Vijr (X1 -3 X0) = {0; Ome,r(Xi, ;) = t(x;, z;) for < Z,j >€ Pr(X1y--5 Xr);
’ 15 Gme,r(Tis ) # t(zi,xy) for <i,5>€ Pi(x1,---,Xr)s

(72b)

17 gme,‘r(xiaxj) 7é t(sz,.’II]) for < Z,] > € P2(X17 .. '7X7‘)7
(72¢)

07 gme,‘r(xiax‘) :t(fEi,.’II‘) for < Za] > € P2(X17"'7X7‘);
Zijr (X155 Xr) —{ ’ ’

where:
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Gme,r(Ti, 2;) — the median in the set of comparisons {g;—1).x41(-),- -+, grx(*)}
(tr =1,...,9); the expression a - b — (index in g,.5(+)) means the product
of a and b,

¥ — integer part of the quotient N/x (odd number), i.e. ¥ = ent(N/k).

Now, the majority approach, introduced in Klukowski (1994), point 5.2
(equivalent to the median in the set comprising zero-one random variables),
can be applied to the random variables Ui, - (X1, -, Xr), Vijr (X15- -5 Xr),
Zijr(X1s-- o, xr) (T=1,...9). As a result, one can obtain the variables L{(me)
V-(me), 2(m) defined as follows:

) )

Me

Z/{ij)f(xl,...,xr)<19/2 for <i,j>€I(X1,...,X7«);

3
Il
-

Z/[i(]me) (Xlu e 7XT) =

Me

Uijr (X1 xr)>0/2f0or <i,j>€ I(x1,.--,Xr)s
(73a)

3
Il
-

Me

Vijr(X1s---5 Xxr)<9/2for <i,j>€Pi(x1,---,Xr);

3
Il
-

V(s xe) =

Me

Vijr(X1s---5Xr)>09/2 for <i,j>€Pi(x1,---,Xr);
(73b)

3
I
-

Me

Zij,T(Xl;- ..,XT)<19/2 for <i,j>€P2(X1,.. '7XT);

3
Il
-

ij )(X17"'7XT):

Me

Zij,T(Xl;"')X’I")>’l9/2 for <i7j>€P2(X17---7Xr)-

3
Il
-

(73c)

Let us apply the convention used in previous sections to the variables:

L{i(Jme)(-), ijme)(-), ijme)(-), i.e. the symbols corresponding to the actual re-

(meye ymer -z while

the symbols corresponding to any other relation X1, . .., X — with tildas: Z/Nli(Jme),
v Z0me),

Finally let us define the random variables WW; and 17\//19:

Zu(me + Z V me) + Z Z(me)* (74)
Wy = Zu ) +Zv<m€> +ZZ (75)

On the basis of the results presented in Klukowski (1994), point 5.2, it is clear
that:

lation x7,...,x;, will be marked with asterisks: Ul

PW3 =Wy <0)>1—2)\y, (76)
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where:

Ao = exp{~20(1/2 - 5:,)%} (77)
and

8= max  {P(T(2i,7;) # Gme(w) (i 1))}

(z4,25)eXxX

If kK > 1, then the convergence obtained as a result of the zero-one trans-
formation is weaker, than in Klukowski (1994), because ¢ < N in the equality
(77) (in other words, the exponent in the right-hand side of relationship (76)
“decreases with the step k”). The case k = 1 is not excluded, in general, but it
is satisfied only when P(T'(-) — gx(-) = 0) > 1/2 for each (x;,z;) € X x X.

It seems feasible to prove that the efficiency of the median approach in the
case of difference of ranks is not worse than that based on the transformations
(72a)—(73c); the problem needs further investigation.

6. Summary

The paper presents two approaches to estimation of the preference relation on
the basis of multiple pairwise comparisons in the form of difference of ranks.
The results are extensions and complements to the case N = 1 (one comparison
for each pair), considered in Klukowski (2000); the extension is based on the
ideas similar to those developed in Klukowski (1994) (for the case of compar-
isons indicating the direction of preference). The algorithms presented in the
paper are based on weak assumptions about distributions of comparison errors.
The properties of the averaging approach, especially exponential convergence of

the probability P(W* < W) to one for N — oo, are meaningful. On the other
hand, the optimisation problem corresponding to the median approach is easy
to solve. The question about efficiency of the median approach, in compari-
son to averaging approach needs further investigations. It seems reasonable to
investigate the properties of the estimators, difficult for analytic examination,
with the use of simulation.
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