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1.1 Introduction

Computational intelligence (CI) techniques and approaches encompass var-
ious paradigms dedicated to approximately solving real-world problems in
decision making, pattern classification and learning. Prominent among these
paradigms are fuzzy sets, neural networks, Genetic Algorithms, decision tree,
rough sets, and a generalization of rough sets called near sets. Fuzzy sets [131]
provide a natural framework for dealing with uncertainty. It offers a problem-
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solving tool between the precision of classical mathematics and the inherent
imprecision of the real world. For example, imprecision in a segmented im-
age can be represented and analyzed using fuzzy sets [61]. Neural networks
[108] provide a robust approach to approximating real-valued, discrete-valued
and vector-valued functions. The well-k nown back propagation algorithm
that uses gradient descent to tune network parameters to best fit the training
set with input-output pair, has been applied as a learning technique for the
neural networks. Genetic algorithms {53, 47] are stochastic search techniques
based on the principles of evolution. Extensive research has been performed
exploiting the robust properties of genetic algorithms and demonstrating their
capabilities across a broad range of problems. These evolutionary methods
have gained recognition as general problem solving techniques in many appli-
cations, including function optimization, image processing, classification and
machine learning, training of neural networks, and system control. Other ap-
proaches like case based reasoning and decision trees [25, 102] are also widely
used to solve data analysis problems. Each one of these techniques has its
own properties and features including their ability of finding important rules
and information that could be useful for the medical field domain. Each of
these techniques contributes a distinct methodology for addressing problems
in its domain. This is done in a cooperative, rather than a competitive, man-
ner. The result is a more intelligent and robust system providing a human-
interpretable, low cost, exact enough solution, as compared to traditional
techniques. Currently, development an efficient computer aided diagnosis sys-
tem that assist the radiologist has thus become very interest, the aim being not
to replace the radiologist but to over a second opinion {38, 8]. Consequently,
many efforts have been made to incorporate techniques for image processing.
Recently, various published algorithms have been applied to build a computer-
aided analysis system in medical field {24, 23, 39, 38, 101]. The most commonly
used algorithms are neural networks, Bayesian classifier, genetic algorithms,
decision trees, and fuzzy theory [128, 113, 124, 105, 100, 118, 115]. Unfor-
tunately, the techniques developed have not been sufficient to introduce an
efficient computer-aided analysis in clinical use. A survey of the area can be
found in [38].

Rough set theory introduced by Zdzislaw Pawlak during the early 1980s [73,
75, 76] offers an approach to granular computing that is part of computational
intelligence [87]. The basic idea underlying the rough set approach to infor-
mation granulation is to discover to what extent a give set of objects (e.g.,
pixel windows in an image) approximates another of set of objects of interest.
Objects are compared by considering their descriptions. An object descrip-
tion is modelled as a vector function values represent object features [77]. Tt
is possible for an object feature to be represented by one or more functions,
e.g., colour represented by functions that measure luminance (intensity), type
of colour (hue), and purity of colour {saturation). This is a fairly new in-
telligent technique for managing uncertainty that has been applied to the
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medical domain and is used for the discovery of data dependencies, evaluates
the importance of features, discovers the patterns of data, reduces all redun-
dant objects and features, seeks the minimum subset of features, recognize
and classify objects in medical imaging. Moreover, it is being used for the
extraction of rules from databases. Rough sets have proven useful for repre-
sentation of vague regions in spatial data. One advantage of the rough set is
the creation of readable if-then rules. Such rules have a potential to reveal
new patterns in the data material; furthermore, it also collectively functions
as a classifier for unseen data sets. Unlike other computational intelligence
techniques, rough set analysis requires no external parameters and uses only
the information presented in the given data. One of the nice features of rough
sets theory is that its can tell whether the data is complete or not based on the
data itself. If the data is incomplete, it suggests more information about the
objects needed to be collected in order to build a good classification model.
On the other hand, if the data is complete, rough sets can determine whether
there are more than enough or redundant information in the data and find the
minimum data needed for classification model. This property of rough sets
is very important for applications where domain knowledge is very limited
or data collection is very expensive/laborious because it makes sure the data
collected is just good enough to build a good classification model without
sacrificing the accuracy of the classification model or wasting time and effort
to gather extra information about the objects [63, 64, 66, 75].

The objective of this book chapter is to present to the rough sets and medi-
cal imaging research communities the state of the art in the rough applications
to image processing and pattern recognition, and in particular in medical
imaging, and motivate research in new trend-setting directions. Hence, we
review and discuss in the following sections some representative methods to
provide inspiring examples to illustrate how rough sets could be applied to
resolve medical imaging problems and how medical images could be analyzed,
processed, and characterized by rough sets. These representative examples
include (i) Rough representation of a region of interest; (ii) Rough image en-
tropy; (iil) Rough C-mean clustering; (iv) Rough Neural Intelligent Approach
for Image Classification: A Case of Patients with Suspected Breast Cancer.

To provide useful insights for rough sets applications in medical imaging.
We structure the rest of this chapter in six further sections, where Section 2
provides an explanation of the basic framework of rough set theory, along with
some of the key definitions. Section 3 provides an introduction to the rough
image processing including the rough image, rough representation of a region
of interest, rough image entropy, and rough-based medical image applications
including object extraction and medical image segmentation and clustering.
Section 4 provides a brief review of the rough sets in feature reduction and
image classification.Section 5 provides a brief review of the joint rough sets
with other intelligent approaches including rough neural network, rough fuzzy,
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rough genetic algorithms, etc. It also provide detailed descriptions of using
rough neural network in image mammogram breast cancer analysis. Section 6
provides other applications of rough sets in medical domain such as Rough sets
in medical image retrieval and in medical data mining and decision systems.
Challenges and future trends are addressed and presented in Section 7.

1.2 Rough sets: Foundations

Rough sets theory is a new intelligent mathematical tool proposed by Pawlak
[63, 64, 73, 75, 76). It is based on the concept of approximation spaces and
models of the sets and concepts. In rough sets theory, the data is collected
in a table, called a decision table. Rows of a decision table correspond to
objects, and columns correspond to features. In the data set, we assume that
the a set of examples with a class label to indicate the class to which each
example belongs are given. We call the class label a decision feature, the
rest of the features are conditional. Let O, F denote a set of sample objects
and a set of functions representing object features, respectively. Assume that
B C F,z € O. Further, let [z]y denote

[zlp={v: z~pB v)}.

Rough sets theory defines three regions based on the equivalent classes
induced by the feature values: lower approximation BX, upper approximation
BX and boundary BNDg(X). A lower approximation of a set X contains
all equivalence classes [x]g that are subsets of X, and upper approximation
BX contains all equivalence classes [z]p that have objects in common with
X, while the boundary BNDpg(X) is the set BX \ BX, i.e., the set of all
objects in BX that are not contained in BX. So, we can define a rough set
as any set with a non-empty boundary.

The indiscernibility relation ~pg (or by Indg) is a mainstay of rough set
theory. Informally, ~p is a set of all objects that have matching descriptions.
Based on the seletion of B, ~pg is an equivalence relation partitions a set of
objects O into equivalence classes (also called elementary sets [73]). The set
of all classes in a partition is denoted by O/ ~p (also by ©O/Indg). The set
O/Indpg is called the quotient set. Affinities between objects of interest in the
set X C O and classes in a partition can be discovered by identifying those
classes that have objects in common with X. Approximation of the set X
begins by determining which elementary sets {z]g € O/ ~p are subsets of X.

Here we provide a brief explanation of the basic framework of rough set
theory, along with some of the key definitions. A review of this basic material
can be found in sources such as [63, 64, 66, 75, 62, 132, 76].
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Information System and Approximation

DEFINITION 1.1  (Information System) Information system is a tuple
(U, A), where U consists of objects and A consists of features. Every a €
A corresponds to the function a : U — V, where V, is a’s value set. In
applications, we often distinguish between conditional features C' and decision
features D, where CN D = Q. In such cases, we define decision systems
(U,C, D).

DEFINITION 1.2  (Indiscernibility Relation) Every subset of features
B C A induces indiscernibility relation

Indg = {(z,y) € U x U : Yoepa(r) = al(y)}

For every x € U, there is an equivalence class {z]g in the partition of U
defined by Indp.

Due to imprecision which exists in real world data, there are sometimes
conflicting classification of objects contained in a decision table. Here con-
flicting classification occurs whenever two objects have matching descriptions,
but are deemed to belong to different decision classes. In that case, a decision
table contains an inconsistency.

DEFINITION 1.3 (Lower and Upper Approzimation) In the Rough Sets
Theory, the approzimations of sets are introduced to deal with inconsistency.
A rough set approzimates traditional sets using a pair of sets named the lower
and upper approximation of the set. Given a set B C A, the lower end
upper approzimations of a set Y C U, are defined by equations (1) and (2),
respectively.

BY = |J [ls (1.1)
z:{x] g CX

By = |J lzs (1.2)
z:{z] g NX #0

DEFINITION 1.4  (Lower Approzimation and positive region) The pos-
itive region POSc (D) is defined by

Posc(D)= ) cx

X:XeU/Indp
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FIGURE 1.1: Illustrated example of approximation [29]

POSc(D) is called the positive region of the partition U/Indp with respect
to C C A, ie., the set of all objects in U that can be uniquely classified by
elementary sets in the partition U/Indp by means of C' [76].

DEFINITION 1.5 (Upper Approzimation and Negative Region) The neg-
ative region NEG (D) 1s defined by

NEGo(D)=U- |} ©X,
X:XeU/Indp

i.e., the set of all all objects that can be definitely ruled out as members of X.

DEFINITION 1.6  (Boundary region) The boundary region is the differ-
ence between upper and lower approzimation of a set X consists of equivalence
classes have one or more elements in common with X. It given by the follow-
ing formula:

BNDg(X)=BX - BX (1.3)

Fig. (1.1) illustrated an example of approximation.

Reduct and Core

An interesting question is whether there are features in the information
system (feature-value table) which are more important to the knowledge rep-
resented in the equivalence class structure than other features. Often we
wonder whether there is a subset of features which by itself can fully charac-
terize the knowledge in the database. Such an feature set is called a reduct.
Calculation of reducts of an information system is a key problem in RS theory
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[63, 64, 66, 75]. We need to get reducts of an information system in order to
extract rule-like knowledge from an information system.

DEFINITION 1.7  (Reduct) Given o classification task related to the
mapping C — D, a reduct is a subset R C C such that

1C, D) =~(R, D)

and none of proper subsets of R satisfies analogous equality.

DEFINITION 1.8 (Reduct Set) Given a classification task mapping a
set of variables C to a set of labeling D, a reduct set is defined with respect
to the power set P(C) as the set R C P(C) such that Red = {4 € P(C) :
(A, D) = y(C, D)}. That is, the reduct set is the set of all possible reducts of
the equivalence relation denoted by C and D.

DEFINITION 1.9 (Minimal Reduct) Given a classification task mapping
a set of variables C to a set of labeling D, and R, is the reduct set for this prob-
lem space. A minimal reduct R is the reduct such that |R|| < |JA||,VA € R.
That is, the minimal reduct is the reduct of least cardinality for the equivalence
relation denoted by C and D..

DEFINITION 1.10 (Core) Attribute c € C is a core feature with respect
to D, if and only if it belongs to all the reducts. We denote the set of all core
features by Core(C). If we denote by R(C) the set of all reducts, we can put:

Core(C)= () R (1.4)
ReR(C)

The computation of the reducts and the core of the condition feattres from
a decision table is a way of selecting relevant features. It is a global method
in the sense that the resultant reduct represents the minimal set of features
which are necessary to maintain the same classification power given by the
original and complete set of features. A straighter manner for selecting rele-
vant features is to assign a measure of relevance to each feature and choose
the features with higher values. Based on the generated reduct system we will
generate list of rules that will be used for building the classifier model of the
new object with each object in the reduced decision table (i.e. reduct system)
and classify the object to the corresponding decision class. The calculation of
all the reducts is fairly complex (see {102, 15, 19, 23, 103]).

Nevertheless, in many practical applications including medical imaging prob-
lems, it is not necessary to calculate all the reducts, but only some of them.
For example, in Slowinski et al. [110] the following heuristic procedure has
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been used to obtain the most satisfactory reduct. Starting from single fea-
tures, the one with the greatest quality of classification is chosen; then to the
chosen feature, another feature is appended that gives the greatest increase to
the quality of classification for the pair of features; then yet another feature is
appended to the pair giving the greatest increase to the quality of classifica-
tion for the triple, and so on, until the maximal quality is reached by a subset
of features. At the end of this procedure, it should be verified if the obtained
subset is minimal, i.e. if elimination of any feature from this subset keeps the
quality unchanged. Then, for further analysis, it is often efficient to take into
consideration a reduced data table, where the set Q of features is confined to
the most satisfactory reduct.

The degree of dependency

DEFINITION 1.11  (The degree of dependency) The degree of depen-
dency v(P, Q) of a set P of features with respect to a set Q of class labeling
1s defined as:

HPQ)= i%%—”'(—% (1.5)

where | S | denotes the cardinality of a set .S.

The degree of dependency provides a measure of how important P is in
mapping the data sets examples into Q. If v(P,@Q) = 0, then classification Q
is independent of the features in P, hence the decision features are of no use
to this classification. If y(P,@Q) = 1, then Q is completely dependent on P,
hence the features are indispensable. Values 0 < (P, Q) < 1 denote partial
dependency, which shows that only some of the features in P may be useful,
or that the data set was flawed to begin with. In addition, the complement
of y(P, Q) gives a measure of the contradictions in the selected subset of the

data set.

It is now possible to define the significance of an feature. This is done by
calculating the change of dependency when removing the feature from the set
of considered conditional features.
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Significant of the features

Significance of features enable us to evaluate of features by assigning a real
number from the closed interval {0,1], expressing how important an feature in
an information table is. Significance of an feature a in a decision table DT
can be evaluated by measuring the effect of removing of an feature a in C
from feature set C on a positive region defined by the table DT. As shown in
definition (9), the number v(C, D) express the degree of dependency between
feature ' and D or accuracy of approximation of U/D by C.. The formal
definition of the significant is given as follows:

DEFINITION 1.12  (Significance) For any feature a € C, we define its
stgnificance { with respect to D as follows:

¢(a,C, D) = [POScy(a) (D)) (1.6)
{POSc(D)]

1.7-1.12 are used to express importance of particular features in building
the classification model. For a comprehensive study we refer to [104]. As one
of importance measures, one can use frequency of occurrence of features in
reducts. Then, one can also consider various modifications of Definition 1.7,
for example approximate reducts, which preserve information about decisions
only to some degree [102]. Further, positive region in Definition 1.4 can be
modified by allowing for approximate satisfaction of inclusion [z}¢ C [z]p, as
proposed, e.g., in VPRS model [132]. Finally, in Definition 1.2, the meaning
of IND(B) and [z]p can be changed by replacing equivalence relation with
similarity relation, especially useful while considering numeric features. For
further reading, we refer to, e.g., [63, 66).

Decision Rules

In the context of supervised learning,an important task is the discovery of
classification rules from the data provided in the decision tables. The decision
rules not only capture patterns hidden in the data as they can also be used to
classify new unseen objects. Rules represent dependencies in the dataset, and
represent extracted knowledge which can be used when classifying new objects
not in the original information system. When the reducts were found, the job
of creating definite rules for the value of the decision feature of the information
system was practically done. To transform a reduct into a rule, one only has
to bind the condition feature values of the object class from which the reduct
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originated to the corresponding features of the reduct. Then, to complete the
rule, a decision part comprising the resulting part of the rule is added. This
is done in the same way as for the condition features. To classify objects,
which has never been seen before, rules generated from a training set will be
used. These rules represent the actual classifier. This classifier is used to
predict to which classes new objects are attached. The nearest matching rule
is determined as the one whose condition part differs from the feature vector
of re-image by the minimum number of features. When there is more than
one matching rule, we use a voting mechanism to choose the decision value.
Every matched rule contributes votes to its decision value, which are equal to
the t times number of objects matched by the rule. The votes are added and
the decision with the largest number of votes is chosen as the correct class.
Quality measures associated with decision rules can be used to eliminate some
of the decision rules. We list below some of these quality measures such as
support, strength, accuracy and coverage and other (see [65]).

1.3 Rough Image Processing

Rough image processing is the collection of all approaches and techniques
that understand, represent and process the images, their segments and fea-
tures as rough sets {120]. In gray scale images boundaries between object
regions are often ill defined because of grayness and/or spatial ambiguities
{105, 106]. This uncertainty can be handled by describing the different objects
as rough sets with upper (or outer) and lower (or inner) approximations. Here
the concepts of upper and lower approximation can be viewed, respectively,
as outer and inner approximations of an image region in terms of granules.
Pal et. al [106] defined the rough as an image as follows:

DEFINITION 1.13  (Rough image) Let the universe U be an image con-
sisting of a collection of pizels. Then if we partition U into a collection of
non-overlapping windows of size mn, each window can be considered as a gran-
ule G. Given this granulation, object regions in the image can be approzimated

by rough sets.

Rough image is a collection of pixels and the equivalence relation induced
partition as pixels lying within each non-overlapping window over the image.
With this definition the roughness of various transforms (or partitions) of the
image can be computed using image granules for windows of different sizes.
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Rough representation of a region of interest

A Region of Interest, often abbreviated ROI, is a selected subset of sam-
ples within an image identified for a particular purpose. For example: the
boundaries of an object in 2D images and the contours or surfaces outlining
an object in a volume dataset. The concept of an RO/ is commonly used in
medical imaging. For example, the boundaries of a tumor may be defined on
an image or in a volume, for the purpose of measuring its size. The endocar-
dial border may be defined on an image, perhaps during different phases of the
cardiac cycle, say end-systole and end-diastole, for the purpose of assessing
cardiac function.

Hirano and Tsumoto [29] introduced the rouglh direct representation of
ROIs in medical images. The main advantage of this method is its ability
to represent inconsistency between the knowledge-driven shape and image-
driven shape of a ROI using rough approximations. The method consists
of three steps including preprocessing. (1) derive discretized feature values
that describe the characteristics of a ROI, (2) build up the basic regions
in the image using all features, so that each region includes voxels that are
indiscernible on all features, (3) according to the given knowledge about the
ROI, they construct an ideal shape of the ROI and approximate it by the
basic categories according to the given knowledge about the RO{.

They discussed how to approximate a region of interest (ROI) when we are
given multiple types of expert knowledge. The method contains three steps
including preprocessing. First, they derive discretized feature values that de-
scribe the characteristics of a ROL. Secondly, using all features, they build up
the basic regions (namely categories) in the image so that each region con-
tains voxels that are indiscernible on all features. Finally, according to the
given knowledge about the ROI, they construct an ideal shape of the ROJ
and approximate it by the basic categories. Then the image is split into three
regions: a set of voxels that are:

o (1) certainly included in the ROI (Positive region),
o (2) certainly excluded from the ROI (Negative region),
o (3) possibly included in the ROI (Boundary region).

The ROI is consequently represented by the positive region associated with
some boundary regions. In the experiments we show the result of implement-
ing a rough image segmentation system.

Shoji and Shusaku {112, 29] described the procedures for rough represen-
tation of ROIs under single and multiple types of classification knowledge.
Usually, the constant variables defined in the prior knowledge, for example
some threshold values, do not meet the exact boundary of images due to inter-
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Rough Image Entropy

Entropy-based information theoretic approach has received considerable in-
terest in image analysis recently such as image registration [34]. Previous
work on entropic thresholding is based on Shannon’s entropy. The idea is
to calculate Shannon’s entropy based on a co-occurrence matrix and use it
as a criterion for selecting an appropriate threshold value. The approach us-
ing relative entropy for image thresholding has been shown very competitive
compared to Pal and Pal’s methods where the relative entropy is chosen to
be a thresholding criterion of measuring mismatch between an image and a
thresholded image. Currently there are various published approaches using
relative entropy and applying to medical images, multispectral imagery, tem-
poral image sequences, multistage thresholding and segmentation.

Pal et al. [106] presented a new definition of image entropy in a rough set
theoretic framework, and its application to the problem of object extraction
from images by minimizing both object and background roughness. Granules
carry local information and reflect the inherent spatial relation of the image
by treating pixels of a window as indiscernible or homogeneous. Maximization
of homogeneity in both object and background regions during their partition-
ing is achieved through maximization of rough entropy; thereby providing
optimum results for object background classification.

DEFINITION 1.14  (Rough Image Entropy){106] Rough image entropy
(R E) is defined by:

e
RiE= _i[RorlOge(ROT) + RBTloge(RBT)] (1.9)

Sankar noted that the value of R FE lies between 0 and 1 and it has has a
maximum value of unity when Ro,. = Rp,. = é, and minimum value of zero
when Ro., Rpy € {0,1}.

Fig. (1.3) shows plot of rough entropy for various values of roughness of
the object and background [106].

Pal et al. [106] reported that a maximization of homogeneity in both ob-
ject and background regions during their partitioning is achieved through
maximization of rough entropy; thereby providing optimum results for object-
background classification. Also, maximization of the rough entropy measure
minimizes the uncertainty arising from vagueness of the boundary region of
the object. Therefore, for a given granule size, the threshold for object-
background classification can be obtained through its maximization with re-
spect to different image partitions. The rough entropy concepts may be ap-
plicable for many application in image processing, in particulars in medical
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FIGURE 1.3: Rough entropy for various values [106]

imaging problems such as feature extraction and medical image segmentation
problems for example; featnre extraction in mammogram images and identi-
fication of lymphomas by finding follicles in microscopy images.

Rough Sets for Object Extraction

Identification of anatomical features is a necessary step for medical im-
age analysis. Automatic methods for feature identification using conventional
pattern recognition techniques typically classify an object as a member of a
predefined class of objects, but do not attempt to recover the exact or approx-
imate shape of that object. For this reason, such techniques are usually not
sufficient to identify the borders of organs when individual geometry varies in
local detail, even though the general geometrical shape is similar.

Pal et al.[106] demonstrated a new application of rough sets for object ex-
traction from gray scale image. In gray scale images boundaries between ob-
ject regions are often ill-defined. This uncertainty can be handled by describ-
ing the different objects as rough sets with upper (outer) and lower (inner)
approximations. The set approximation capability of rough sets is exploited
in the present investigation to formulate an entropy measure, called rough
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entropy, quantifying the uncertainty in an object-background image. They
viewed the object and background as two sets with their rough representation
by computing the inner approximation of the object (QT), outer approxi-
mation of the object (Qr),inner approximation of the background (B,) and
outer approximation of the background (Br) as follows:

Q=G >T¥i=1,..,mn (1.10)
§T=UGi731,pj >T,j=1,.,mn (1.11)
Br=|JGiP;>T¥j=1,.,mn (1.12)
Br={JGi3jp; <Tj=1,.mn (1.13)

Where p; is a pixel in G;. The rough set representation of the image for a
given I,,, depends on the value of T'.
Pal et.al [106] define the roughness (R) of the object O and the backgroung

By as follows:

19,
Rp, =1- =L 1.14
o =g (34
Re, =1-— %f (1.15)

Where |S| is the cardinality of the set.

The presented method may be applicable for many application in image
processing, in particulars in medical imaging problems such as automatically
identify the myocardial contours of the heart,segmentation of knee tissues in
CT image and segmentation of brain tissues in MR image, etc.

Rough Sets in Medical Image Segmentation and Cluster-
ing

Image segmentation is one of the most critical steps toward image analy-
sis and understanding and therefore it has been the subject of considerable
research activity over the last four decades. During all this time we have wit-
nessed a tremendous development of new, powerful instruments for detecting,
storing, transmitting, and displaying images but automatic segmentation still
remained a challenging problem. This fact is easy to notice in medical appli-
cations, where image segmentation is particularly difficult due to restrictions



24 Rough Sets in Medical Imaging: Foundations and Trends

imposed by image acquisition, pathology and biological variation. Biomedical
image segmentation is a sufficiently complex problem that no single strategy
has proven to be completely effective. Due to a complex nature of biomed-
ical images, it is practically impossible to select or develop automatic seg-
mentation methods of generic nature, that could be applied for any type of
these images, e.g. for either micro- and macroscopic images, cytological and
histological ones, MRI and X-ray, and so on. Medical image segmentation
is an indispensable process in the visualization of human tissues. However,
medical images always contain a large amount of noise caused by operator
performance, equipment and environment. This leads to inaccuracy with seg-
mentation. A robust segmentation technique is required.

The basic idea behind segmentation-based rough sets is that while some
cases may be clearly labelled as being in a set X called positive region in
rough sets theory), and some cases may be clearly labelled as not being in set
X called negative region in rough sets theory, limited information prevents us
from labelling all possible cases clearly. The remaining cases cannot be dis-
tinguished and lie in what is known as the boundary region. A little bit effort
has been done in uses the rough sets in image segmentation and in particulars
in medical segmentation problems.

Peters et al. [86] presented a new form of indiscernibility relation based
on K-means clustering of pixel values. The end result is a partitioning of a
set of pixel values into bins that represent equivalence classes. The proposed
approach makes it possible to introduce a form of upper and lower approxima-
tion specialized relative to sets of pixel values. This approach is particularly
relevant to a special class of digital images for power line ceramic insulators.
Until now the problem of determining when a ceramic insulator needs to be
replaced has relied on visual inspection. With the K-means indiscernibility
relation, it is now possible to automate the detection of faulty ceramic insu-
lators. The contribution of this article is the introduction of an approach to
classifying power line insulators based on a rough set methods and K-means
clustering in analyzing digital images. The introduced form of indiscernibility
relation based on K-means clustering of pixel values is very interest in many
medical application.

Among many difficulties in segmenting MRI data, the partial volume effect
(PVE) arises in volumetric images when more than one tissue type occurs in
a voxel. In such cases, the voxel intensity depends not only on the imaging
sequence and tissue properties, but also on the proportions of each tissue type
present in the voxel. Widz Sebastian et. al. [122, 123] discussed the partial
volume effect problem in the segmentation of magnetic resonance imaging
data that entails assigning tissue class labels to voxels. They employ the
rough sets to identify automatically the partial volume effect, which occurs
most often with low resolution imaging-with large voxels.
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Kobashi et al. [40, 50] introduced rough sets treat nominal data based on
concepts of categorization and approximation, into medical image segmenta-~
tion. The proposed clustering method extracts features of each pixel by using
thresholding and labeling algorithms. Thus, the features are given by nomi-
nal data. The ability of the proposed method was evaluated by applying it to
human brain MRI images.

An interesting strategy for color image segmentation using rough set theory
has been presented by Mohabey et.al. {58]. A new concept of encrustation
of the histogram, called histon, has been proposed for the visualization of
multi-dimensional color information in on integrated fashion and its applica-
bility in boundary region analysis has been shown. The histon correlates with
the upper approximation of a set such that all elements belonging to this set
are clarified as possibly belonging to the same segment or segments showing
similar color value. The proposed encrustation provides a direct means of seg-
regating pool of inhomogeneous regions into its components. Experimental
results for various images have been presented in their work. They extended
their work in {59] and introduced a hybrid rough set theoretic approximations
and fuzzy C-means algorithm for color image segmentation. They segmented
natural images with regions having gradual variations in color value. The
technique extracts color information regarding the number of segments and
the segments center values from the image itself through rough set theoretic
approximations and presented it as input to Fuzzy C-mean block for the soft
evaluation of the segments. The performance of the algorithm has been eval-
uated on various natural and simulated images.

Lots of clustering algorithms [44] have been developed and applied in med-
ical imaging problems, while most of them cannot process objects in hybrid
numerical/nominal feature space or with missing values. In most of them, the
number of clusters should be manually determined and the clustering results
are sensitive to the input order of the objects to be clustered. These limit
applicability of the clustering and reduce the quality of clustering. To solve
this problem, an improved clustering algorithm based on rough set (RS) and
entropy theory was presented by Chun-Bao et. al. [10] it aims at avoiding the
need to prespecify the number of clusters, and clustering in both numerical
and nominal feature space with the similarity introduced to replace the dis-
tance index. At the same time, the RS theory endows the algorithm with the
function to deal with vagueness and uncertainty in data analysis. Shannon’s
entropy was used to refine the clustering results by assigning relative weights
to the set of features according to the mutual entropy values. A novel measure
of clustering quality was also presented to evaluate the clusters. The experi-
mental results confirm that performances of efficiency and clustering quality
of this algorithm are improved.

Widz et al. {122, 123] introduced an automated multi-spectral MRI seg-
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mentation technique based on approximate reducts derived from the theory of
rough sets. They utilized the 71, 72 and PD MRI images from the simulated
Brain Database as a gold standard to train and testing their segmentation al-
gorithm. The results suggest that approximate reducts, used alone or in com-
bination with other classification methods, may provide a novel and efficient
approach to the segmentation of volumetric MRI data sets. Segmentation
accuracy reaches 96for the highest resolution images and 83% for the noisiest
image volume. They tested the resultant classifier on real clinical data, which
yielded an accuracy of approximately 84%.

Adaptation of C-means to Rough Set Theory

C-means clustering is an iterative technique that is used to partition an
image into C'— clusters. Fuzzy C-Means (FCM) is one of the most commonly
used fuzzy clustering techniques for different degree estimation problems, es-
pecially in medical image processing [4, 2]. Lingras [47) described modifi-
cations of clustering based on Genetic Algorithms, K-means algorithm, and
Kohonen Self-Organizing Maps (SOM). These modifications make it possible
to represent clusters as rough sets. In their work, Lingers established a rough
k-means framework and extended the concept of c-means by viewing each
cluster as an interval or rough set [45). Here is a brief summary of his pioneer
clustering work.

K-means clustering is one of the most popular statistical clustering tech-
niques used in segmentation of medical images {127, 121, 21, 60, 86, 9). The
name K-means originates from the means of the k clusters that are cre-
ated from n objects. Let us assume that the objects are represented by m-
dimensional vectors. The objective is to assign these n objects to k clusters.
Bach of the clusters is also represented by an m-dimensional vector, which
is the centroid or mean vector for that cluster. The process begins by ran-
domly choosing k objects as the centroids of the k clusters. The objects are
assigned to one of the k clusters based on the minimum value of the distance
d(v, z) between the object vector v = (vy,...,v;,...,um) and the cluster vec-
tor & = (Zq,...,%j, ..., Tm). After the assignment of all the objects to various
clusters, the new centroid vectors of the clusters are calculated as:

xT; = %(%,wherel <j<m. (1.16)

Where SOC is the size of cluster z.
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Lingers {47) mentioned that incorporate rough sets into K-means clustering
requires the addition of the concept of lower and upper bounds. Calculation
of the centroids of clusters from conventional K-Means needs to be modified
to include the effects of lower as well as upper bounds. The modified centroid
calculations for rough sets are then given by:

ZueR(z) ZUE(BNR(I))
- ks 574 —_———— 17
cen; = Wigy X 1R(2)] + wyp X BNa() (1.17)

Where 1 < j < m. The parameters wiower and weupper) correspond to
the relative importance of lower and upper bounds, and wiy, + Wy, = 1. If
the upper bound of each cluster were equal to its lower bound, the clusters
would be conventional clusters. Therefore, the boundary region BNg(z) will
be empty, and the second term in the equation will be ignored. Thus, the
above equation will reduce to conventional centroid calculations. The next
step in the modification of the I{ means algorithms for rough sets is to design
criteria to determine whether an object belongs to the upper or lower bound
of a cluster, for more details refer to.

Mitra [53] proposed an evolutionary rough c-means clustering algorithm.
Genetic algorithmns are employed to tune the threshold, and relative impor-
tance of upper and lower approximations of the rough sets modeling the clus-
ters. The DaviesBouldin clustering validity index is used as the fitness func-
tion, that is minimized while arriving at an optimal partitioning. A compar-
ative study of its performance is made with related partitive algorithms. The
effectiveness of the algorithm is demonstrated on real and synthetic datasets,
including microarray gene expression data from Bioinformatics. In the same
study, the author noted that the parameter threshold measures the relative
distance of an object Xy from a pair of clusters having centroids cen;mi and
cen;. The smaller the value of threshold, the more likely is X to lie within
the rough boundary (between upper and lower approximations) of a cluster.
This implies that only those points which definitely belong to a cluster (lie
close to the centroid) occur within the lower approximation. A large value of
threshold implies a relaxation of this criterion, such that more patterns are
allowed to belong to any of the lower approximations. The parameter wjg.,
controls the importance of the objects lying within the lower approximation
of a cluster in determining its centroid. A lower wj, implies a higher wup,
and hence an increased importance of patterns located in the rough boundary
of a cluster towards the positioning of its centroid.

The Rough C— K — mean is a new challenge for use in MR and Mammogram
image segmentation as an aid to small lesion diagnosis and can effectively
remove the influence of tiny details and noise.



28 Rough Sets in Medical Imaging: Foundations and Trends

1.4 Rough Sets in feature reduction and image classifi-
cation

In image processing, raw images represented by the gray levels of the pixels
are usually transformed to features which can better capture the character-
istics of the images in the preprocessing phase. Texture features are such
features that are often used in image classification and segmentation. In par-
ticular, texture features proposed by Haralick (2] are typically computed from
the gray-level co-occurrence matrices, and then used to classify each pixel for
its type. Feature selection is an important step in the pre-processing, since
there are numerous potential features, some of which might be irrelevant or
unimportant. Not only can reducing features speed up the processing time
and possibly improve the classification accuracy, it also allows us to use clas-
sification methods which are not good at processing high dimensional data,
such as neural networks and support vector machines. Feature selection aims
to determine a minimal feature subset from a problem domain while retain-
ing a suitably high accuracy in representing the original features. Rough set
theory (RST) enables the discovery of data dependencies and the reduction
of the number of features (features) contained in a dataset or extracted from
images using the data alone, requiring no additional information. (see [75])

The computation of the core and reducts from a rough set decision table
is a way of selecting relevant features [102, 15, 19, 23, 103]. It is a global
method in the sense that the resultant reducts represent the minimal sets of
features which are necessary to maintain the same classification power given
by the original and complete set of features. A straighter manner for select-
ing relevant features is to assign a measure of relevance to each feature and
choose the features with higher values. Based on the reduct system, we can
generate the list of rules that will be used for building the classifier model for
the new objects. Reduct is an important concept in rough set theory and data
reduction is a main application of rough set theory in pattern recognition and
data mining. As it has been proven that finding the minimal reduct of an
information system is a NP hard problem.

Since rule induction methods generate rules whose lengths are the shortest
for discrimination between given classes, they tend to generate rules too short
for medical experts. Thus, these rules are difficult for the experts to interpret
from the viewpoint of domain knowledge. Shusaku Tsumoto {113] introduced
the characteristics of experts’ rules are closely examined and proposed a new
approach to generate diagnostic rules using rough sets and medical diagnostic
mode}. The proposed approach focused on the hierarchical structure of differ-
ential diagnosis and consists of three procedures; (1) the characterization of
decision features (given classes) is extracted from databases and the classes
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are classified into several generalized groups with respect to the characteriza-
tion, (2) two kinds of sub-rules, classification rules for each generalized group
and rules for each class within each group are induced, and (3) those two parts
are integrated into one rule for each decision feature. His proposed approach
was evaluated on a medical database, the experimental results of which show
that induced rules correctly represent experts’ decision processes.

Many researchers have endeavored to develop efficient algorithms to com-
pute useful feature extraction and reduction of information systems and be-
sides mutual information and discernibility matrix based feature reduction
methods. These techniques have been successfully applied to medical domain
(111, 130].

Zbigniew Wojcika [133] approached the nature of a feature recognition pro-
cess through the description of image features in terms of the rough sets. Since
the basic condition for representing images must be satisfied by any recogni-
tion result, elementary features are defined as equivalence classes of possible
occurrences of specific fragments existing in images. The names of the equiv-
alence classes (defined through specific numbers of objects and numbers of
background parts covered by a window) constitute the best lower approxima-
tion of window contents (i.e., names of recognized features). The best upper
approximation js formed by the best lower approximation, its features, and
parameters, all referenced to the object fragments situated in the window.
The rough approximation of shapes is resistant to accidental changes in the
width of contours and lines and to small discontinuities and, in general, to
possible positions or changes in shape of the same feature. The rough sets are
utilized also on the level of image processing for noiseless image quantization.
This initiative study is very interest in many area of medical image processing
including filtering, segmentation and classification.

Swiniarski and Skowron [117] presented applications of rough set methods
for feature selection in pattern recognition. They emphasize the role of the
basic constructs of rough set approach in feature selection, namely reducts
and their approximations, including dynamic reducts. They algorithm for
feature selection is based on an application of a rough set method to the re-
sult of principal components analysis (PCA) used for feature projection and
reduction. The paper presents many experiments including face and mammo-
gram recognition experiments. In their study, 144 mammogram images has
been selected for recognition experiments. The MIAS MiniMammographic
Database with 1024 x 1024 pixels images has been used [56] The database
contains three types of class-labeled images: normal, benign (abnormal), and
malignant (abnormal). For each abnormal image the coordinates of centre of
abnormality and proximate radius (in pixels) of a circle enclosing the abnor-
mality, have been given. For classifications the centre locations and radii apply
to clusters rather than to the individual classifications. They have provided
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an experiment of recognition of normal and abnormal images (two category
classification). This set was divided into 128 case training set and 16 case test
set. From the original 1024 pixel gray scale mammographic image, they have
extracted a 64 x 64 pixels sub-image around the center of abnormality (or at
the average coordinate for normal cases. They concluded that the rough set
methods have shown ability to reduce significantly the pattern dimensionality
and have proven to be viable image mining technigues as a front end of neural
network classifiers.

Wang (18, 19] studied the relationship of the definitions of rough reduction
in algebra view and information view. Some relationships such as inclusion
relationship under some conditions and equivalence relationship under some
other conditions are presented. The inclusion relationship between the feature
importance defined in algebra view and information view is presented also.
For example, the reduction under algebra view will be equivalent to the re-
duction under information view if the decision table is consistent. Otherwise,
the reduction under information view will include the reduction under alge-
bra view. These results will be useful for designing further heuristic reduction
algorithms.

Qinghua Hu et.al.[20} proposed an information measure to computing dis-
cernibility power of a crisp equivalence relation or a fuzzy one, which is the key
concept in classical rough set model and fuzzy-rough set model. Based on the
information measure, a general definition of significance of nominal, numeric
and fuzzy features is presented. They redefine the independence of hybrid
feature subset, reduct, and relative reduct. Then two greedy reduction algo-
rithms for unsupervised and supervised data dimensionality reduction based
on the proposed information measure are constructed. It is reported that the
reducts founded by the proposed algorithins get a better performance com-
pared with classical rough set approaches.

Lymphoma is a broad term encompassing a variety of cancers of the lym-
phatic system. Lymphoma is differentiated by the type of cell that multiplies
and how the cancer presents itself. It is very important to get an exact diag-
nosis regarding lymphoma and to determine the treatments that will be most
effective for the patient’s condition. Milan et. al [57] focused on the identifi-
cation of lymphomas by finding follicles in microscopy images provided by the
Laboratory of Pathology in the University Hospital of Tenerife, Spain. The
study contains two stages: in the first stage they did image pre-processing
and feature extraction, and in the second stage they used different rough set
approaches for pixel classification. These results were compared to decision
tree results. The results they got are very promising and show that sym-
bolic approaches can be successful in medical image analysis applications.
Pham et. al [97] presented a rough set based medical decision support sys-
tems for TNM (tumor characteristics, lymph node involvement, and distant
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metastatic lesions) classification aiming to divide cancer patients to low and
high risk patients. In addition, the system also explained the decision in the
form of IF-THEN rules and in this manner performed data mining and new
knowledge discovery. The introduced system was reported to have the best
classification performance, robust and not dependent on the database size and
the noise. The accuracy was almost 80% which is comparable with the ac-
curacy of physicians and much better then obtained with more conventional
discriminant analysis (62% and 67%).

Microcalcification on x-ray mammogram is a significant mark for early de-
tection of breast cancer. Texture analysis methods can be applied to detect
clustered microcalcification in digitized mammograms. In order to improve
the predictive accuracy of the classifier, the original number of feature set
is reduced into smaller set using feature reduction techniques. Thangavel,
et.al [119] introduced rough set based reduction algorithms such as Decision
Relative Discernibility based reduction, Heuristic approach, Hus algorithm,
Quick Reduct (QR), and Variable Precision Rough Set (VPRS) to reduce
the extracted features. The performance of all the introduced algorithms is
compared. The Gray Level Co-occurrence Matrix (GLCM) is generated for
each mammogram to extract the Haralick features as feature set. The rough
reduction algorithms are tested on 161 pairs of digitized mammograms from
Mammography Image Analysis Society (MIAS) database [56].

Krzysztof et. al [37] showed how rough sets can be applied to improve
the classification ability of a hybrid pattern recognition system. The system
presented consists of a feature extractor based on a computer-generated liolo-
gram (CGH). Features extracted are shift, rotation, and scale invariant and
although they can be optimized. This article presented an original method of
optimizing the feature extraction abilities of a CGH. The method uses rough
set theory (RST) to measure the amount of essential information contained
in the feature vector. This measure is used to define an objective function in
the optimization process. Since RST-based factors are not differentiable, they
use a nongradient approach for a search in the space of possible solutions. Fi-
nally, RST is used to determine decision rules for the classification of feature
vectors. The proposed method is illustrated by a system recognizing the class
of speckle pattern images indicating the class of distortion of optical fibers.

Jiang et al. [35] developed a joining associative classifier (JAC)algorithm
using the rough set theory to mining digital mammography. The experimental
results showed that the joining associative classifier performance at 77.48% of
classifying accuracy which is higher than 69.11% using associative classifier
only. At the same time, the number of rules decreased distinctively.

Krzysztof et al. [33] discussed a process of analysing medical diagnostic
data by means of the combined rule induction and rough set approach. The
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first step of this analysis includes the use of various techniques for discretiza-
tion of numerical features. Rough sets theory is applied to determine feature
importance for the patients’ classification. The novel contribution concerns
considering two different algorithms inducing either minimum or satisfactory
set of decision rules. Verification of classification abilities of these rule sets
is extended by an examination of sensitivity and specificity measures. More-
over, a comparative study of these composed approaches against other learn-
ing systems is discussed. The approach is illustrated on a medical problem
concerning anterior cruciate ligament (ACL) rupture in a knee. The patients
are described by features coming from anamnesis, MR examinations and ver-
ified by arthroscopy. It i s reported that the clinical impact of this research is
indicating two features (PCL index, age) and their specific values that could
support a physician in resigning from performing arthroscopy for some pa-
tients.

1.5 Joint Rough Sets with Other Intelligent Approach

Intelligent systems comprise various paradigms dedicated to approximately
solving real-world problems, e.g., in decision making, classification or learning;
among these paradigms are fuzzy sets, neural networks, decision tree, and
rough sets, algorithms. Combination of kinds of computational intelligence
techniques in application area of pattern recognition and in particulars in
medical imaging problems has become one of the most important ways of
research of intelligent information processing {109].

Neural Networks with Rough sets

Neural network shows us its strong ability to solve complex problems for
medical image processing. But neural network can’t tell the redundant infor-
mation from huge amount of data, which will easily lead to some problems
such as too complex network structure, long training time, low converging
speed and much computation. Focusing on these problems. Many successful
work towered this issue has been addressed and discussed. For example, Has-
sanien and Selzak [26] introduced a rough neural approach for rule generation
and image classification. Hybridization of intelligent computing techniques
has been applied to see their ability and accuracy to classify breast cancer
images into two outcomes: malignant cancer or benign cancer. Algorithms
based on fuzzy image processing are first applied to enhance the contrast of
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the whole original image; to extract the region of interest and to enhance
the edges surrounding that region. Then, they extract features characteriz-
ing the underlying texture of the regions of interest by using the gray-level
co-occurrence matrix. Then, the rough set approach to feature reduction and
rule generation is presented. Finally, rough neural network is designed for
discrimination of different regions of interest to test whether they represent
malignant cancer or benign cancer. Rough neural network is built from rough
neurons, each of which can be viewed as a pair of sub-neurons, corresponding
to the lower and upper bounds. To evaluate performance of the presented
rough neural approach, they run tests over different mammogram images. In
their experiments, results show that the overall classification accuracy offered
by rough neural approach is high compared with other intelligent techniques.

The introduced rough neural networks [43, 88, 89] used in their study, con-
sist of one input layer, one output layer and one hidden layer. The input layer
neurons accept input from the external environment. The outputs from input
layer neurons are fed to the hidden layer neurons. The hidden layer neurons
feed their output to the output layer neurons which send their output to the
external environment.

The number of hidden neurons is determined by the following inequality
(11, 31].

Nhn < Nts *Te*Nf
- Nf + N,

Nhpyr, is the number of hidden neurons, V;, is the number of training samples,
T, is the tolerance error, Ny is the number of features, and N, is the number
of the output.

The output of a rough neuron is a pair of upper and lower bounds, while
the output of a conventional neuron is a single value. Rough neuron was
introduced in 1996 by Lingras [43]. It was defined relative to upper bound
(Uy), lower bound (L,,), and inputs were assessed relative to boundary values.
Rough neuron has three types of connections:

(1.18)

Step 1. Input-Output connection to U,
Step 2. Input-Output connection to L,
Step 3. Connection between U, and L,
DEFINITION 1.15  (Rough neuron) A rough neuron R, is a pair of

usual rough neurons R, = (U,, L), where U, end L, are the upper rough
neuron and the lower rough neuron, respectively.

Let (Iry, ,Ory,) be the input/output of a lower rough neuron and (I'ry,, Ory,)
be the input/output of an upper rough neuron. Calculation of the input/output
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of the lower/upper rough neurons is given as follows:

Iry, = ZwLM.OnJ- (1.19)
=1
Irg, =Y wy,,On;j (1.20)
j=1
Ory, = min(f(Iry,), f(Irv,)) (1.21)
Ory, = maz(f(Iry,), f(Iru,)) (1.22)

The output of the rough neuron (O;,) will be computed as follows:

Ory, - Org,, (1.23)

Orn =
avarge(Ory, ,Ory, )

Algorithm 1 Rule Generation
Input: Decision system (U, C, D)
Decision reduct R C C; R = {ay,...am}; m = |R|
Output: The set of decision rules RU LES(R) generated for R
1: for u € U do
2 for a; € R do
3: v; = a;(u);
4. end for
5
6

Vd — d(u);

RULES(R) = RULES(R)U{a; =11 A ... Ay = vum — d =14);
7. end for
8: Return RULES(R);

In their experiments,the segmentation performance is measured by the
value of accuracy as defined below and the average of segmentation accu-
racy achieved by the reported algorithm is 97%, which means that it is robust
enough.

Sa = (1.24)

Where S4, Mp and Twp are the segmentation accuracy, number of mis-
classified pixel and total number of pixel, respectively.

The rule importance measure Ry were used as an evaluation to study the
quality of the generated rule. It is defined by:

T
Ry=2Z 1.25
. (1.25)

























































































