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Chapter 1 

Introduction 

The rcnewable energy sourccs developed rapidly over recent years. Produc­
tion of the energy by many of them is, however, very volatile. This is one 
rcason why the idea of dispersing the sourccs, within the power grid, is he­
lievc·d to bP <'Conomicanv profit.ah le. It is PSSPntially conn<'cted with the 
prosumer concept 1341, that is an cntity that not only purchases energy, but 
can also producf> and f>Xport it to t he power grid. With snch configurat.ion 
t.here appea.rs need for new, cffici1ent, and rclia.blc ma.nagemcnt systems. 

Traditional energy management systcms with centralizcd structurc fai! 
to provide wcll-suitcd solution to rccent distribution generation conccpts. 
This is causcd rnainly by the traditional system assumption of unidirectional 
flow of energy, from the distribnt.ion compa.nics to the loads, locatf>d in the 
lcaves of the distrihution grid. Generation of energy insidc the distributed 
grid rnins this a.~snmption, a.~ the cn1ergy flows hidirect.ionally. Tłms , neted 
for a new management systcms appears 127]. A microgrid can be trcated as 
an aggrcgated prosumcr, which consumcs or produccs energy. Prosumcr-likc 
networks arP mainly enf>rgy Sf>lf-sufficient ami ma~· work in a so-called island 
opcration made, but pcriodically they may huy or scil energy from or to the 
highcr lcvel grid (distribution network). 

Efliciency of these subnetworks dt>pends mainly on thP pown halancing 
systems. As generators arc dispersed in the grid, the idea of a decentrali zcd 
management system ariscs as a natura] solution. Rcccnt ly, decentralization 
of dccisions in computer nctworks is realized mare and mare often by multi­
agcnt systems l281. This paradigm is also applicd in the energy management 
system considered in this paper. Agents are associated with dcvices, like 
power sourccs, loads, and energy storages. They have thcir own knowledge 
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6 CHAPTER 1. INTRODUCTION 

atHl iu<livi<lual goals ddiued. Ageuts t;Olll!llUuicate with othc·rs iu or<ler to 
cnsure security of the energy supply, and to reducc (minimi;,:e) unplanned 
shortagcs or surpluses. Thus, both sides, the supply and the Joad deviccs, 
takc part in rcsolving imbalanccs of the energy. This forms a distributcd 
energy management system. 

ThP devPlo1w<l rnulti-agent systP.m aims to balancP the differences in short 
time intervals. Agcnt-bascd Power Balancing System for the Microgrids fol­
lows the idea givcn in 120, 21]. The dcviations arc causcd by unpredictablc 
lcvcl of disperscd, rcnewable sourccs of energy, and by variations of the actual 
demand. 

An auction is a wcll-suitcd solution to solvc the problem with dccen­
tralized, autonomous parties that tcnd to rcalize only its own goals. As in 
the nctual trading, particular cntitics can rcach sub-optima! allocation of 
the goods in the compctitive environment, cvcn without the assumption of 
the shared knowlcdge. Thus, in the Agent-based Power Balancing System 
for the Microgrids, the bargaining of the unbalanccd energy is performed 
to rninimizc differcnces bctween aetual energy productioll and consmnption. 
As short reaction time as possible is looked for to supprcss imbalancc, and 
to !ower the costs borne by deviccs owncr. Thus, a quick auction type has 
been chosen, vi;,:. the reverse one-sidc auction. The goal of the paper is 
to discuss application of this auction algorithm and to present rcsults of its 
implementation in a simulated microgrid. 



Chapter 5 

Implementation and experiments 

5.1 Implementation 

5.1.1 JADE 

In this work the ,JADE frnmPwork was used JADE (hva Agent. DEvel­
opmcnt Framework) i8 an multiagcnt framcwork that is writtcn in JAVA 
Ianguagc: it include8 a library to dcvelop agcnts and their bchaviors, an 
agent environment to launch agcnts, and tools rcalizing scrviccs a.~ white 
anrl ydlc,w Jmges . .JADE is imp!(>n1P.J1t.1erl an:orrling t.o FIPA spc,cifir:fit.ious. 

Foundation for lntclligent Physical Agcnts (FIPA) is organization that 
makes attcmpt to introducc standard to improvc the interopcrability bc-
1.wPnn differcnt ap,ent technoloµ, ies. It is an IEEE Computer Socicety standards 
orgaJ1i,mtioJ1 that. also promot.e agent approilch in devclopment of dilforent 
s,vstems, nspeci;,lly ill ma.rb,t and rn,gotiation modding. FIPA Wił.~ officially 
acccpted by the IEEE on 8th of Junc 2005. 

The strong point of FIPA was introducing forma! modcls wherc it was 
m,ccssilI',Y, but leaving I.he prol.ocol dehnit.ion in simplc ilnd ,1ec·cssiblc form. 
Thesc st.awlarrls am not. limiting they rlefinc the ncccssilr,Y minimum of 
functionality and dcscription. It combined prccision of forma! languagc8 
with cxlraustive cxplanation and cxamplcs. Most popular frameworks for 
agcnt-bascd systcrns arc compatible with FIPA standards . 

. JADE orgilnizcs ilgcnts into platforms the logical structure tha.t defincs 
the boundaries of rnultiagent environment. On platforms arc dcployed con­
tainers, which arc grouping ccrtain amount of agents. Platform can be sprcad 
owr network of physical cornput.ns, wherPa.s contained is tied to n defined 
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62 CHAI'TER .5. IMI'LEMENTATION AND EXI'ERIMENTS 

machine. JADE allows for migrating the containcrs and agcnts bctwcen dif­
ferent physical machines in a transparent way, from the point of view of an 
agent. 

JADE is implemented in JAVA, and rcquircs Java version of 1.4 or older. 
It is a distributcd as an open sourcc software under the terms of the LGPL 
(Lcsser General Public License Version 2). The JADE Board consist of: 
Tclecom Italia, Motorola, Whitestein Technologies AG, Profoctor GmbH, 
and France Tclecom R&D. 

5.1.2 System architecture 

ThP wholP systP!ll consist. of diffPrPnt. modnlPs: Plrrnnn, Pown Flow Cal­
culator, Wcathcr simulator, Consumption simulators and Short-time Power 
Balancing system. The Planner, Power Flow Cakulator and cather and 
Consumption simulators arc cxtcrnal systems that communicates with the 
Short-time Power Balandng system via datahaHc and filcsyst.cm. 

The Short-time Power Balancing System is a multiagent system com­
posed of fcw main components. The diagram of the componcnts is prescnted 
in Fig. 5.1. The center of the whole system is a datahase where the required 
confignration of deviccs and their fcatures is ddined. Wholc commnnica­
tion with the dittabase as well as hasie data structures and dcfinit.ion of 
the production/ consumption units arc placcd in the MicroGrid Structures 
component. Agents that arc simulating opcration of the devices are placcd 
in the MicroGrid Environment Simulator component. An example of such 
agent is a set of photovoltaic panels that produce energy whcn the weather 
sirnnl1ttor n•port.s thH.t thl'r<' is sufficiellt sunligltt. Ag,·uts tlrnt an· UP.n.liug 
with the change of energy and are responsible for balancing of the power, 
are placed in the MicroGrid Balancer component. The Launcher is the com­
poncnt responsible only for initialization of the system: it rcads from the 
databasc what kind and how many of the devices shall be simulated and 
launches appropriatc agcnts from the Balanccr and Environment Simulator 
componcnts. 

5.2 An example of the algorithm performance 

The algorithm for balancing the power wa.~ tcsted on simulat.cd data. Therc 
were 19 dcvices considercd in the grid. Simulat.ion of cach dcviec and its 
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Figurc 5.1: Diagram of main components of the system. 

ageut. were run 011 a separate machine. The database and the Morris Column 
agent were placed on au additional twentieth mad1ine. Each computer was an 
Intel(R) Core(TM) i5-3--l50 CPU:@3.10 GHz 8 GB RAM machine, with 6--l-bit 
Vl' indows 7. The computers were connected by th1! 1 Gb Ethernet network. 
The test revcaled that the Lalancing takcs less than 60 ms, cxccpt for the 
initial slightly longcr time (up to 800 ms). This longer initial time is uue 
to the necessary registration of the agents to the l\Iorris Column during the 
first few seconds and their interrogation of the devices about their operating 
points. Agcnt.s in the system are 11ot cent.rally synchroni:w<l and the delays 
bctwecn agent initial actions caused initial dclays in balancing the power. 

To show how the system balanccs the power, a simplc example has bccn 
p]anne<l. Only 3 deviccs arc considcred, a gas microturbinc, a wind turbine, 
and a single consmuer that has a total power demand of up to 100 kW in the 
peak time. Additionally, to make the power Lalancing possible, the external 
power grid is intro<luced tha.t has unlimited power consumption and pro­
duction abilities. The ncgotiating device agents try to avoid bnying/ selling 
the energy from/ to the cxternal grid agent, but instead strive to ba.lance the 
power by ncgotiations bctween pro<luccrs and consumers within the grid, and 
keep the exchangc on the zero level. 

The power produce<l or consumed by devices <luriug the test arc prescnted 
in Fig. 5.2. The gas microturbine operat.ing point is bounded by 12,,'i kW 
from below aml 50 kvV from above. \Vhen the total uemaud power from the 
microturbine is ont of these ranges , the trade with the external grid has to 
be nsed to bala.nec the energy. In Fig. 5.2 the ncgative valuc of the power 
for the external power grid nicans that the microgri<l sclls power. It happcns 
when the power consume<l in the microgrid is ]ower than produccd by the 
wiud turbines and the microturbinc operating on the minimal level. On the 
other hanu, when the power de1uand is greater thau productiou by the wind 



64 CHAPTER. 5. IMPLEIVIENTATION AND EXPERI,WENTS 

. ;---

Figure 5.2: The amonnt. of power prodnrcd by the controllablc source, the 
uncontrollablc source, the amount of power consumcd by consumer and the 
amount <•xchanp;cd with cxternal pow<'r grid. 

t.urbinc and the microturbinc opcrating on the maximum lcvel, t.]w cxtenml 
grid compm1sat.,•s tłu, lacking power, which is dPpict<'<l by the positiw valncs 
for tlw cxtcrnal grid. 

To show 111ore cicMly the power balancing pro~css, i.he sum of production 
and consumpt,ion ar<' prcscnted in Fig. 5.:L lt can be secn t.hat thcrc arc 
small im balances in short periods that are due to lack of synchronization in 
the system, but also to the time ag!!;regation on the graph (the data in Fig. 
5.3 arP nvera1?,ccl within one scmnd period). 

Balancing can he clone fast.er than the t-imc ,,ssigncd for tł"' dcviccs to 
report thcir state. This shows that the power b11lancing system can be an 
cffir:icnt mcthod for matdiing the prodnc:ed power and the ('.()ns111nptirm. 
Therc may be some small imbalanccs. but the t.imc of thcir c.xistcnce is so 
short thnt thPy do not infinPncP thP opnation of the syste>m aR a wholP. 
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5.3 Problems recognized during simulation 

To pcrform the simulations fastcr the system time had to be spcd up by 
fact.or 120, it made agents llfl.lance fastcr and the number of scnt messagcs, 
cntries and queries to the dat.abasc incrcased a lot. That causcd computers 
to usc their proccssors to maximum during the time of the simulation. The 
difforencc betw!'cn mnning simnlat.ion rm single mar:hin!' and in distribnt.ed 
environment. is not.iceahle. The system is hcavily multi-thrcaded and race 
conditions oceur. Evcn though agent arc not pcrforming heavy computation 
their speed of performing constant check on deviccs and communication is 
an dfort for th1e system. It is not possib[., to pcrform reliabk performance 
test on single machinc. 

Testing should be performed on an adequatc number of computern, whcre 
databasc has scparate machinc, thcn morris column, cxtcrnal grid agent and 
.JADE spf>cific tool agents (!ike DF) shonld br grouprrl on another machine. 
The rlevice agcnts should be sprcad as uniformly as possible on the remain­
ing availablc cornput.ers with strong suggcstion of not placing rnorc than 10 
deviccs on siugle machine if the test. is clone with the time speed inereasc. 



Chapter 6 

Conclusion 

Impressive changes in electricity grid structures have been initiated by the 
cmerg·ence of new tcclmologies, the new regulations to fight 11gainst the glohal 
warming, increasing demand for the secure supply of energy and rising prices 
of elcctricity. These changcs gravitate toward clevelopment of renewable en­
ergy sources, prosumers and mierogrids. Reeent rcsearch results indieate that 
it is possil,le to create an energy SP.!f-sufficient community, that can l,e even 
selling surpluscs of energy. The energy produccd by rcnewable sourees is, 
howcver, volatilc, as it depencls on changing mcteorological conditions. Also 
the consumption of the energy in mierogrids is proportionally much more 
volatile than in bigger grids. The problems causcd by unccrtain produe­
tion and consumption can be overcome by using the computcr ba,;cd Energy 
Management Systems. 

In this work, a modu]ar distributed EMS is prescnted. The novclty of 
thce solution presented is first of all in thr: wmplex treatment of thr: problem. 
It includes two modules dealing with balancing the power producecl and 
consumed in the mierogrid. One module solvcs in advance the task schecluling 
problem, in order to find a suboptimal way of shifting the loads to l,c possibly 
covered by the energy produced within the rnicrogrid. The second module 
balances the power in the real time by activating both the generation and the 
load side of the microgrid. For this, it uses the multi-agent technology. Thus, 
both production and consumption of the energy in the grid sclf-adapt to the 
changing energy needs and supply. The reaction of the real-time system is 
accelerated by using short time forecasts of generation and demancl of energy. 

The main aim of the system is to optimize (generalized) costs of exploiting 
the electric energy in a Research and Education Center, whieh is simulated 
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with a considerablc high accuracy to allow for tcsting the EMS operation. As 
compared to the simplc rcduction of the energy bought , caused by straight 
cxploitation of the rcnewable energy sourccs, application of the EMS pro­
vidcs savings due to making long-term dcals with external power grid, which 
is cheaper in comparison to trading on the balancing (spot) market, and 
then possibly prcciscly following the contra.ctcd power trajectory, in spite 
of disturbanccs resultcd from randomness in generation and dcmand of en­
ergy. In all decision making stagcs soft suboptimnl algorithms arc applicd, 
as mctahcurist.ic or multi-agent ones. 

Although n Rcscarch and Educational Center is considered in the paper, 
the claboratcd system and mcthodology is of a generał chara.eter. Many 
solutions nrr oprnrd and can br ea.~ily rPdPfitH-,d. So, it can br appliPd as 
wcll for othcr grids. 

To test. the system the insolation, wind speed, watcr levcl and consump­
tion simulators bad to be dcsigned and implemcnted. For wcather data somc 
spp,cific requirements bad to he met: dat.a had to be aricquate to the location 
of the microgrid and had to be calculatcd fast for long time (morc than a 
ycar). For this purpose the Matched-13lock l3ootstrap was uscd. It is a fairly 
simple and fast method that generates data that havc satisfying statistical 
propertics. 

Simulating power consumption proved to be more complex and much less 
researched problem than wcather simulation. The most common method 
of desc.ribing tlw r:onsnmption ,me 24-honr or longer profi!rs, which is not. 
enough for system that should balancc continuous changes in power lcvcls. 
Cons11mptio11 simulator offprs diffPrPnt, adjust.Pd to thP typP of n dPvicr , ways 
of describing tlw hrhavior: profilrs , probnbility profi!Ps, rnlps nnrl combina­
tiou of rnles with short. profiles. 

Therc nre mnny a.spccts t.hat wcre not yet studied in this work, like short. 
term prcdictions, trading with cxtcrna] network, demand side management, 
island modc operation and many othcrs. These arc very intcrcsting aspects 
of smart grids and vcry import,mt ones. Up to now the rescarch wcrc blockcd 
by Jack of test.ing cquipmcnt and inaccessibility to existing smart grid instal­
!ations. 
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