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On max−∗ fuzzy systems
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Abstract

In this article we investigate problem of solving fuzzy linear equations for

max−∗ product. The problem of solving fuzzy relational equations and

inequalities with max−min product was introduced by Sanchez in 1976

and by Pappis and Sugeno in 1985.

Our considerations concern solving fuzzy linear equations with max−∗

product, where ∗ is a binary operation with additional properties. We illus-

trate this problem for different classes of binary operation ∗. We investigate

correlation between properties of the binary operation and the form and

properties of solution such equations.

Moreover, we illustrate the problem of solving of fuzzy linear systems

based on solving fuzzy linear equations with max−min product.

Keywords: Fuzzy equations, fuzzy relation equations, systems of equa-

tions, systems of max−∗ equations.

1 Introduction

In this paper we present properties of systems of max−∗ equations, where ∗

is an operation with additional properties. We present relationship between as-

sumptions on a binary operation ∗ and max−∗ equations. We study correlation

between assumption on the binary operation ∗ and set of solution fuzzy linear

equations and inequalities.
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In the second part we present correlation between different classes of equa-

tions. Moreover we determine the set of solution fuzzy linear equations by deter-

mination of the set of fuzzy linear equations.

For short, in this article operations ∨ and ∧ are used for numbers:

x ∨ y = max{x, y}, x ∧ y = min{x, y}, x, y ∈ [0, 1] (1)

∨

t∈T

xt = max
t∈T

{xt},
∧

t∈T

xt = min
t∈T

{xt}, xt ∈ [0, 1], T 6= ∅. (2)

We use the following order

(B 6 C) ⇔ (bij 6 cij , i ∈ {1, . . . ,m}, j ∈ {1, . . . , p}), B,C ∈ [0, 1]m×p. (3)

Definition 1. By interval in [0, 1]m×p we call

[C,D] = {X ∈ [0, 1]m×p : C 6 X 6 D}, C 6 D, C,D ∈ [0, 1]m×p. (4)

Corollary 1. For not disjoint intervals in [a, b], [c, d] ∈ [0, 1], we get intersection

[a, b] ∩ [c, d] = [a ∨ c, b ∧ d], (5)

where a 6 b and c 6 d.

Example 1. Let A,B ∈ [C,D], where

A =

[
0.3 0.7
0.2 0.5

]
, B =

[
0.4 0.6
0.7 0.3

]
,

C =

[
0.1 0.6
0 0.2

]
,D =

[
0.5 0.7
1 0.9

]
.

We observe that A and B can be incomparable.

Definition 2 (cf. [1], Definition 11). An operation ∗ : [0, 1]2 → [0, 1] is called

infinitely sup− distributive (inf − distributive) if

∀
a,bt∈[0,1]

a ∗ (
∨

t∈T

bt) =
∨

t∈T

(a ∗ bt), (
∨

t∈T

bt) ∗ a =
∨

t∈T

(bt ∗ a) (6)

(
∀

a,bt∈[0,1]
a ∗ (

∧

t∈T

bt) =
∧

t∈T

(a ∗ bt), (
∧

t∈T

bt) ∗ a =
∧

t∈T

(bt ∗ a)

)
(7)

for arbitrary index set T 6= ∅ and any a, bt ∈ [0, 1] for t ∈ T .
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Lemma 1 (cf. [3], Proposition 1.22). Let an operation ∗ : [0, 1]2 → [0, 1] be

increasing. The operation ∗ is left continuous if and only if the operation ∗ is

infinitely sup− distributive.

Definition 3 (cf. [8]). Let ∗ : [0, 1]2 → [0, 1]. The matrix A◦B is called max−∗

product of matrices A ∈ [0, 1]m×n and B ∈ [0, 1]n×p if

(A ◦B)ik =
n∨

j=1

(aij ∗ bjk), i = 1, 2, . . . ,m, k = 1, 2, . . . , p. (8)

Example 2. Let ∗ = ∧ and

A =

[
0.3 0.6 0.3
0.7 1 0.9

]
, B =




0.4 0.2
0.5 1
0.7 0.6



 .

We get

A ◦B =

[
0.5 0.6
0.7 1

]
, B ◦A =




0.3 0.4 0.3
0.7 1 0.4
0.6 0.6 0.4



 .

Thus product (8) is not commutative.

Lemma 2 (cf. [2], Lemma 3). If an operation ∗ : [0, 1]2 → [0, 1] is increasing,

then max−∗ product is isotonic, i.e.

(A 6 C) ⇒ (A ◦ x 6 C ◦ x), (x 6 y) ⇒ (A ◦ x 6 A ◦ y), (9)

for A,C ∈ [0, 1]m×n, x, y ∈ [0, 1]n.

2 Fuzzy linear equations

Let ∗ : [0, 1]2 → [0, 1]. In this part we analyze properties of sets L(a, b, ∗),
U(a, b, ∗) and E(a, b, ∗) for a, b ∈ [0, 1], where

L(a, b, ∗) = {t ∈ [0, 1] : a ∗ t 6 b}, (10)

E(a, b, ∗) = {t ∈ [0, 1] : a ∗ t = b}, (11)

U(a, b, ∗) = {t ∈ [0, 1] : a ∗ t > b}. (12)

We have

E(a, b, ∗) = L(a, b, ∗) ∩ U(a, b, ∗). (13)
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Example 3. For a, b ∈ (0, 1) and the following operation

x ∗ y =

{
1 for y ∈ [0, 1] ∩Q

0 for y ∈ [0, 1]\Q
, x, y ∈ [0, 1]

we have U(a, b, ∗) = [0, 1] ∩ Q and L(a, b, ∗) = [0, 1]\Q. Therefore, the sets

L(a, b, ∗) and U(a, b, ∗) are dense subsets of [0, 1] and they are disjoint.

Example 4. Sets L(a, b, ∗) and U(a, b, ∗) can be interwoven even for continuous

operation ∗. If

x ∗ y = |x− y|, x, y ∈ [0, 1],

then

L

(
1

2
,
1

4
, ∗

)
=

[
1

4
,
3

4

]
, U

(
1

2
,
1

4
, ∗

)
=

[
0,

1

4

]
∪

[
3

4
, 1

]
,

E

(
1

2
,
1

4
, ∗

)
=

{
1

4
,
3

4

}
.

For the following operation

x ∗ y =

{
1
2

(
1 + sin

(
y
x

))
, x > 0

1 , x = 0
, x, y ∈ [0, 1],

the sets L(a, b, ∗), U(a, b, ∗) will consist of several separate intervals. It depends

on a and b. For example we have

L

(
1

7Π
,
1

2
, ∗

)
=

[
1

7
,
2

7

]
∪

[
3

7
,
4

7

]
∪

[
5

7
,
6

7

]
,

U

(
1

7Π
,
1

2
, ∗

)
=

[
0,

1

7

]
∪

[
2

7
,
3

7

]
∪

[
4

7
,
5

7

]
∪

[
6

7
, 1

]
,

E

(
1

7Π
,
1

2
, ∗

)
=

{
0,

1

7
,
2

7
,
3

7
,
4

7
,
5

7
,
6

7
, 1

}
.

Example 5. Let us consider monotonic operations. If ∗ is a constant operation.

For example, when

x ∗ y =
1

2
, x, y ∈ [0, 1],

then we obtain L(a, b, ∗) = [0, 1], U(a, b, ∗) = ∅ and E(a, b, ∗) = ∅ for b >
1
2 , L(a, b, ∗) = U(a, b, ∗) = E(a, b, ∗) = [0, 1] for b = 1

2 , L(a, b, ∗) = ∅,

U(a, b, ∗) = [0, 1], E(a, b, ∗) = ∅ for b < 1
2 . If

x ∗ y =
x+ y

2
, x, y ∈ [0, 1],
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then we have similar results, that is L(a, b, ∗)=[0, 1], U(a, b, ∗)=∅, E(a, b, ∗)=∅

for 2b − a > 1, L(a, b, ∗) = [0, 2b − a], U(a, b, ∗) = [2b − a, 1], E(a, b, ∗) =
{2b − a} for 0 6 2b − a 6 1, L(a, b, ∗) = ∅, U(a, b, ∗) = [0, 1], E(a, b, ∗) = ∅

for 2b < a.

This examples, we notice that the sets L(a, b, ∗) and U(a, b, ∗) for monotonic

operations are empty sets or consistent intervals in [0, 1].

We discuss non-emptiness of lower and upper sets.

Lemma 3. Let ∗ be a binary operation in [0, 1]. If x∗y 6 x for x, y ∈ [0, 1], then

L(a, b, ∗) = [0, 1] for a 6 b. If x ∗ y 6 y for x, y ∈ [0, 1], then [0, b] ⊂ L(a, b, ∗).
In particular, when x ∗ 0 = 0 for x ∈ [0, 1], then L(a, b, ∗) 6= ∅.

Proof. When a∗ t 6 a for t ∈ [0, 1] and a 6 b, then we obtain L(a, b, ∗) = [0, 1].
When a ∗ t 6 t 6 b, then [0, b] ⊂ L(a, b, ∗). In particular, we have a ∗ 0 6 0,

hence 0 ∈ L(a, b, ∗). It means L(a, b, ∗) 6= ∅.

In a consequence of assumption of this lemma we have

Corollary 2. If ∗ 6 ∧, then L(a, b, ∗) = [0, 1] for a 6 b and [0, b] ⊂ L(a, b, ∗)
for a > b.

In a dual way we get

Lemma 4. Let ∗ be a binary operation in [0, 1]. If x∗y > x for x, y ∈ [0, 1], then

U(a, b, ∗) = [0, 1] for a > b. If x∗y > y for x, y ∈ [0, 1], then [b, 1] ⊂ U(a, b, ∗).

Corollary 3. If ∗ > ∨, then U(a, b, ∗) = [0, 1] for a > b and [b, 1] ⊂ U(a, b, ∗)
for a < b.

Lemma 5. Let ∗ be a binary operation in [0, 1]. If the operation ∗ is increasing

and it has neutral element e = 1, then U(a, b, ∗) 6= ∅ for a > b and U(a, b, ∗) = ∅

for a < b.

Proof. Let a > b. Because the operation ∗ has neutral element e = 1, we get

a ∗ 1 = a > b. It means 1 ∈ U(a, b, ∗). Hence, we have U(a, b, ∗) 6= ∅ for a > b.

Let a < b. From the assumption that the operation ∗ is increasing we get

a ∗ t 6 a ∗ 1 = a < b for t ∈ [0, 1].

It means U(a, b, ∗) = ∅.

Since we get

131

• 

• 



Corollary 4. If an increasing operation ∗ has neutral element e = 1, then we

have

E(a, b, ∗) 6= ∅ ⇒ a > b. (14)

Proof. Let suppose that a < b. Based on (13) and from Lemma 5 we have

E(a, b, ∗) = L(a, b, ∗) ∩ U(a, b, ∗) = L(a, b, ∗) ∩ ∅ = ∅,

it means if E(a, b, ∗) 6= ∅, then a > b.

Example 6. Let a = 0.6, b = 0.4 and

x ∗ y =

{
x · y for x, y < 0.5
x ∧ y else

, x, y ∈ [0, 1].

We obtain the following sets L(0.6, 0.4, ∗) = [0, 0.5), U(0.6, 0.4, ∗) = [0.5, 1]
and E(0.6, 0.4, ∗) = ∅. Therefore the implication in (14) cannot be replaced with

equivalence. Moreover, for non-empty sets L(a, b, ∗) and U(a, b, ∗) we can obtain

empty set E(a, b, ∗).

We prove that monotonicity of operation ∗ suffice for connectedness of sets

L(a, b, ∗), U(a, b, ∗) and E(a, b, ∗)

Lemma 6. Let ∗ be a binary operation in [0, 1]. If the operation ∗ is increasing,

then

x ∈ L(a, b, ∗) ⇔ [0, x] ⊂ L(a, b, ∗) for x ∈ [0, 1], (15)

y ∈ U(a, b, ∗) ⇔ [y, 1] ⊂ U(a, b, ∗) for y ∈ [0, 1]. (16)

Proof. Let x ∈ L(a, b, ∗). Because ∗ is an increasing operation, then

a ∗ t 6 a ∗ x 6 b for t 6 x.

Hence, we have [0, x] ⊂ L(a, b, ∗).
Let [0, x] ⊂ L(a, b, ∗). In particular, we get x ∈ L(a, b, ∗). It proves (15). In

the similar way we prove (16).

As a consequence of Lemma 6 we have

Corollary 5. If the operation ∗ is increasing, then

(y ∈ U(a, b, ∗), x ∈ L(a, b, ∗) and y 6 x) ⇔ [y, x] ⊂ E(a, b, ∗). (17)

Corollary 6. If the operation ∗ is increasing, then L(a, b, ∗) and U(a, b, ∗) are

convex sets (intervals). In particular, L(a, b, ∗) and U(a, b, ∗) can be empty sets.
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Example 7. Let x∗y = |1−x−y| for x, y ∈ [0, 1] and a = 0.6, b = 0.4. We get

E(0.6, 0.4, ∗) = {0, 0.8}, L(0.6, 0.4, ∗) = {0} ∪ [0.4, 0.8] and U(0.6, 0.4, ∗) =
[0, 0.4] ∪ [0.8, 1]. Since the operation ∗ is not increasing, L(0.6, 0.4, ∗) and

U(0.6, 0.4, ∗) are not convex sets, we see that assumption on monotonicity in

Corollary 6 is important.

Based on Example 6, the sets L(a, b, ∗), U(a, b, ∗) and E(a, b, ∗) can be open

(or right-open, left-open) intervals. We ask when the sets U(a, b, ∗) 6= ∅ and

L(a, b, ∗) 6= ∅ are closed intervals.

Theorem 1. Let a binary operation ∗ be increasing, a, b ∈ [0, 1] and L(a, b, ∗) 6=
∅. If the operation ∗ is left continuous, then the sets L(a, b, ∗) has the greatest

element. It means that L(a, b, ∗) = [0,maxL(a, b, ∗)].

Proof. The least upper bound p = supL(a, b, ∗) can be approximated by an in-

creasing sequence (xn)n∈N, where xn ∈ L(a, b, ∗). From Lemma 1 we obtain

a ∗ p = a ∗
∨

n∈N

xn =
∨

n∈N

(a ∗ xn) 6
∨

n∈N

b = b.

Since p ∈ L(a, b, ∗) we get p = maxL(a, b, ∗).

In the similar way we get

Theorem 2. Let a binary operation ∗ be increasing, a, b ∈ [0, 1] and U(a, b, ∗) 6=
∅. If the operation ∗ is right continuous, then the set U(a, b, ∗) has the least

element. It means that U(a, b, ∗) = [minU(a, b, ∗), 1].

From the previous theorems and Corollary 5 we obtain

Theorem 3. If a binary operation ∗ is increasing, continuous, a, b ∈ [0, 1] and

minU(a, b, ∗) 6 maxL(a, b, ∗), then we have

E(a, b, ∗) = [minU(a, b, ∗),maxL(a, b, ∗)]. (18)

Theorem 4. Let a binary operation ∗ be increasing, continuous operation, a, b ∈

[0, 1] and minU(a, b, ∗) 6 maxL(a, b, ∗) and b 6= 0. If E(a, b, ∗) 6= ∅ and the

operation ∗ satisfies conditional cancellation law, i.e.

(a ∗ x = a ∗ y > 0) ⇒ (x = y), a, x, y ∈ [0, 1], (19)

then the set E(a, b, ∗) is a singleton.
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Proof. Let x, y ∈ E(a, b, ∗). Because the operation ∗ satisfies conditional can-

cellation law, we have

a ∗ x = a ∗ y = b > 0 ⇒ x = y.

From Theorem 3 we obtain maxL(a, b, ∗) = minU(a, b, ∗) in (18) i.e. the set

E(a, b, ∗) = {maxL(a, b, ∗)}.

3 Discussion of fuzzy systems

Let consider dependences between different classes of max−∗ equations.

This topic can be divided on the following related parts:

• fuzzy relation equations (FRE),

• fuzzy matrix equations (FME),

• fuzzy system of equations (FSE),

• fuzzy linear equations (FLE).

Let consider FRE in the following form:

R ◦X = T, (20)

where are given fuzzy relations R : Y × Z → [0, 1], T : Y × V → [0, 1] and

X : Z × V → [0, 1] is unknown relation. Because fuzzy relation R on the finite

sets can be written in the matrix form, then system FRE on finite set Y,Z, V 6= ∅

can be considered as FME:

A ◦X = B, (21)

where A ∈ [0, 1]m×n and B ∈ [0, 1]m×p are matrix representation of the rela-

tions R and T , and X ∈ [0, 1]n×p is matrix representation of unknown relation.

However, FRE is more general issue than FME, because relational composition on

infinite set requires additional assumptions (cf. [1]). Therefore FME are special

case of FRE.

Let us consider FME of the form (21). Denote column vectors of matrix X

and B by xi, bi for 1 6 i 6 p. Note that equation (21) can be divided on p

equations (cf. (8))

A ◦ x1 = b1, A ◦ x2 = b2, . . . , A ◦ xp = bp, (22)

Therefore solving FME can be considered as solving p system of equations in the

form (22). Especially, for p = 1 in (22) we obtain that FSE

A ◦ x = b, (23)
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are special case of FME, where we know the matrix A ∈ [0, 1]m×n and the vector

b ∈ [0, 1]m and the vector x ∈ [0, 1]n is unknown.

Let consider relationship between FSE an FLE. Let denote the row-vector of

the matrix A by ak for 1 6 k 6 m. Equation (23) can be written as the system of

equations FLE

a1 ◦ x = b1, a2 ◦ x = b2, . . . , am ◦ x = bm, (24)

Hence for m = 1, a = a1, c = b1 in (24), it means

a ◦ x = c, (25)

we get that FLE are special case of FSE.

Let us consider a few examples for ∗ = ∧ in the same way it was done in the

monograph [6].

Example 8. Let c = 0.5 and

a1 =
[
0.5 0.3 0.7

]
.

We consider equation a1 ◦ x = c, i.e.

(0.5 ∧ x1) ∨ (0.3 ∧ x2) ∨ (0.7 ∧ x3) = 0.5.

We have

• 0.5 ∧ x1 6 0.5 for x1 ∈ [0, 1] and 0.5 ∧ x1 = 0.5 for x1 ∈ [0.5, 1],
• 0.3 ∧ x2 6 0.3 < 0.5 for x2 ∈ [0, 1],
• 0.7∧x3 6 0.5 for x3 ∈ [0, 0.5], 0.7∧x3 = 0.5 for x3 = 0.5 and 0.7∧x3 > 0.5
for x3 ∈ (0.5, 1].
If x1 ∈ [0.5, 1], we can choose arbitrary x2 ∈ [0, 1] and x3 ∈ [0, 0.5], i.e.

x ∈ [0.5, 1] × [0, 1] × [0, 0.5].

If x3 = 0.5, we can choose arbitrary x1 ∈ [0, 1] and x2 ∈ [0, 1], i.e.

x ∈ [0, 1] × [0, 1] × {0.5}.

Putting

v1 =




0
0
0.5



 , w1 =




0.5
0
0



 , u1 =




1
1
0.5



 ,

solution set can be written in the form

S1 = [v1, u1] ∪ [w1, u1],

where [v1, u1] and [w1, u1] are intervals in [0, 1]3.
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Figure 1: Solution set of a1 ◦ x = c.

Example 9. Let c = 0.5 and

a2 =
[
0.5 0.6 0.8

]
.

We consider equation a2 ◦ x = c, i.e.

(0.5 ∧ x1) ∨ (0.6 ∧ x2) ∨ (0.8 ∧ x3) = 0.5.

We have

• 0.5 ∧ x1 6 0.5 for x1 ∈ [0, 1] and 0.5 ∧ x1 = 0.5 for x1 ∈ [0.5, 1],
• 0.6∧x2 6 0.5 for x2 ∈ [0, 0.5], 0.6∧x2 = 0.5 for x2 = 0.5 and 0.6∧x2 > 0.5
for x2 ∈ (0.5, 1],
• 0.8∧x3 6 0.5 for x3 ∈ [0, 0.5], 0.8∧x3 = 0.5 for x3 = 0.5 and 0.8∧x3 > 0.5
for x3 ∈ (0.5, 1].
If x1 ∈ [0.5, 1], we can choose arbitrary x2 ∈ [0, 0.5] and x3 ∈ [0, 0.5], it means

x ∈ [0.5, 1] × [0, 0.5] × [0, 0.5]. (26)

If x2 = 0.5, we can choose arbitrary x1 ∈ [0, 1] and x3 ∈ [0, 0.5], i.e.

x ∈ [0, 1] × {0.5} × [0, 0.5]. (27)

If x3 = 0.5, we can choose arbitrary x1 ∈ [0, 1] and x2 ∈ [0, 0.5], i.e.

x ∈ [0, 1] × [0, 0.5] × {0.5}. (28)

Denote

v2 =




0.5
0
0



 , w2 =




0
0.5
0



 , y2 =




0
0
0.5



 , u2 =




1
0.5
0.5



 .
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Now, set of solutions from (26), (27) and (28) can be written in the form

S2 = [v2, u2] ∪ [w2, u2] ∪ [y2, u2]

with relevant lattice intervals.

Figure 2: Set of solutions a2 ◦ x = c.

Example 10. Let d = 0.2 and

a3 =
[
0.2 0.8 0.2

]
.

We solve equation a3 ◦ x = d. It means

(0.2 ∧ x1) ∨ (0.8 ∧ x2) ∨ (0.2 ∧ x3) = 0.2.

We have

• 0.2 ∧ x1 6 0.2 for x1 ∈ [0, 1] and 0.2 ∧ x1 = 0.2 for x1 ∈ [0.2, 1],
• 0.8∧x2 6 0.2 for x2 ∈ [0, 0.2], 0.8∧x2 = 0.2 for x2 = 0.2 and 0.8∧x2 > 0.2
for x2 ∈ (0.2, 1],
• 0.2 ∧ x3 6 0.2 for x3 ∈ [0, 1], 0.2 ∧ x3 = 0.2 for x3 ∈ [0.2, 1].
If x1 ∈ [0.2, 1], then x2 ∈ [0, 0.2], x3 ∈ [0, 1] are arbitrary. It means

x ∈ [0.2, 1] × [0, 0.2] × [0, 1].

If x2 = 0.2, then x1, x3 ∈ [0, 1] are arbitrary, it means

x ∈ [0, 1] × {0.2} × [0, 1].

If x3 ∈ [0.2, 1], then x1 ∈ [0, 1], x2 ∈ [0, 0.2] are arbitrary, it means

x ∈ [0, 1] × [0, 0.2] × [0.2, 1],
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Putting

v3 =




0.2
0
0



 , w3 =




0
0.2
0



 , y3 =




0
0
0.2



 , u3 =




1
0.2
1





we have solution set in the form

S3 = [v3, u3] ∪ [w3, u3] ∪ [y3, u3].

Figure 3: Set of solutions a3 ◦ x = d.

Example 11. Let e = 0.8 and

a1 = [0.5 0.3 0.7].

Set of solution a1◦x = e is the empty set, because a1◦x 6 a1◦1 = 0.7 < 0.8 = e

for arbitrary x ∈ [0, 1]3 (based on (9)).

Because we want to consider LLR and FSE, we join results from Examples 8-

10.

Example 12. Consider the following fuzzy linear equations

a1 ◦ x = c, a2 ◦ x = c (29)

based on examples 8 and 9. Solution of such system of equations is intersection

of solution sets of FLE calculated in Examples 8 and 9. It means

S5 = S1 ∩ S2 = ([v1, u1] ∪ [w1, u1]) ∩ ([v2, u2] ∪ [w2, u2] ∪ [y2, u2]) =
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([v1, u1]∩[v2, u2])∪([v1, u1]∩[w2, u2])∪([v1, u1]∩[y2, u2])∪([w1, u1]∩[v2, u2])

∪([w1, u1]∩[w2, u2])∪([w1, u1]∩[y2, u2]) = [v1∨v2, u1∧u2]∪[v1∨w2, u1∧u2]

∪[v1 ∨ y2, u1 ∧u2]∪ [w1 ∨ v2, u1 ∧u2]∪ [w1 ∨w2, u1 ∧u2]∪ [w1 ∨ y2, u1 ∧u2],

where u1 ∧ u2 = u2, v1 ∨ y2 = y2, w1 ∨ v2 = v2, w1 ∨ y2 = v1 ∨ v2 and

v1 ∨ v2 =




0.5
0
0.5



 , v1 ∨ w2 =




0
0.5
0.5



 , w1 ∨ w2 =




0.5
0.5
0



 .

From this we obtain

S5 = [v1 ∨ v2, u2] ∪ [v1 ∨ w2, u2] ∪ [y2, u2] ∪ [v2, u2] ∪ [w1 ∨ w2, u2]
= [y2, u2] ∪ [v2, u2].

(30)

Let us note that system of equations (29) is equivalent to the following FSE A ◦

x = b, where

A =

[
a1

a2

]
=

[
0.5 0.3 0.7
0.5 0.6 0.8

]
, b =

[
c

c

]
=

[
0.5
0.5

]
.

Figure 4: Solution set of A ◦ x = b from example 12.

Example 13. Consider the following fuzzy linear equations

a2 ◦ x = c, a3 ◦ x = d (31)

based on Examples 9 and 10. Solution of such system of equations is intersection

of solution sets of FLE calculated in Examples 9 and 10. It means

S6 = S2∩S3 = ([v2, u2]∪ [w2, u2]∪ [y2, u2])∩ ([v3, u3]∪ [w3, u3]∪ [y3, u3]) =
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([v2, u2]∩[v3, u3])∪([v2, u2]∩[w3, u3])∪([v2, u2]∩[y3, u3])∪([w2, u2]∩[v3, u3])

∪([w2, u2] ∩ [w3, u3]) ∪ ([w2, u2] ∩ [y3, u3]) ∪ ([y2, u2] ∩ [v3, u3])

∪([y2, u2]∩ [w3, u3])∪([y2, u2]∩ [y3, u3]) = [v2∨v3, u2∧u3]∪ [v2∨w3, u2∧u3]

∪[v2 ∨ y3, u2 ∧ u3]∪ [w2 ∨ v3, u2 ∧ u3]∪ [w2 ∨w3, u2 ∧ u3]∪ [w2 ∨ y3, u2 ∧u3]

∪[y2 ∨ v3, u2 ∧ u3] ∪ [y2 ∨ w3, u2 ∧ u3] ∪ [y2 ∨ y3, u2 ∧ u3],

where v2 ∨ v3 = v2, w2 ∨ w3 = w2, y2 ∨ y3 = y2 and

u2 ∧ u3 =




1
0.2
0.5



 , v2 ∨ w3 =




0.5
0.2
0



 , v2 ∨ y3 =




0.5
0
0.2



 ,

w2 ∨ v3 =




0.2
0.5
0



 , w2 ∨ y3 =




0
0.5
0.2



 , y2 ∨ v3 =




0.2
0
0.5



 ,

y2 ∨w3 =




0
0.2
0.5



 .

Since we have w2||(u2 ∧ u3), (w2 ∨ v3)||(u2 ∧ u3), therefore we get

S6 = [v2, u2 ∧ u3] ∪ [v2 ∨w3, u2 ∧ u3] ∪ [v2 ∨ y3, u2 ∧ u3] ∪ [y2, u2 ∧ u3]
= [v2, u2 ∧ u3] ∪ [y2, u2 ∧ u3].

(32)

S6 is solution of system of equations (31). Note that system of equations in the

form (31) is equivalent to the following FSE: A ◦ x = b, where

A =

[
a2

a3

]
=

[
0.5 0.6 0.8
0.2 0.8 0.2

]
, b =

[
c

d

]
=

[
0.5
0.2

]
.

Example 14. Consider the following fuzzy linear equations

a1 ◦ x = c, a2 ◦ x = c, a3 ◦ x = d (33)

based on Examples 8, 9, 10. Solution of such system of equations is intersection of

solution sets of FLE calculated in Examples 8, 9, 10. Using the results from (30)

and (32) and results from Examples 12 and 13 we have

S7 = S1 ∩ S2 ∩ S3 = ([y2, u2] ∪ [v2, u2]) ∩ ([v3, u2 ∧ u3] ∪ [y2, u2 ∧ u3]) =
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([y2, u2] ∩ [v3, u2 ∧ u3]) ∪ ([v2, u2] ∩ [v3, u2 ∩ u3]) ∪ ([y2, u2] ∩ [y2, u2 ∧ u3])

∪([y2, u2]∩ [v3, u2∩u3]) = [y2∨ v3, u2 ∧u3]∪ [v2 ∨ v3, u2 ∧u3]∪ [y2, u2∧u3],

where v2 ∨ v3 = v2 and u2 ∧ u3 = u3, v2 ∨ y3 as in the example 12. Because

[y2 ∨ v3, u2 ∧ u3] ⊂ [v2, u2 ∧ u3], therefore solution of system (33) is

S7 = [v2, u2 ∧ u3] ∪ [y2, u2 ∧ u3]. (34)

This is equivalent to FSE in the form A ◦ x = b, where

A =




a1

a2

a3



 =




0.5 0.3 0.7
0.5 0.6 0.8
0.2 0.8 0.2



 , b =




c

c

d



 =




0.5
0.5
0.2



 .

From this examples we have

Corollary 7. Let A ∈ [0, 1]m×n, b ∈ [0, 1]m, ∗ = ∧. Solution family of consid-

ered fuzzy systems of equations A ◦ x = b is an intersection of solution sets of

suitable fuzzy linear equations. It means that solution set of A ◦ x = b has the

form:

S =

m⋂

i=1

(

ni⋃

k=1

[vi,k, ui]) (35)

for the proper parameters ni and the vectors vi,k 6 ui.

Some properties of solution FSE with max−min product of this form was

described in [5].

Since nonempty intersections of intervals in (35) gives intervals, then based

on examples 12-14, we have

Corollary 8. Solution family of considered fuzzy systems of equations (and sim-

ilarly for fuzzy linear equations) is a sum of intervals. Moreover, the set of all

solutions in the form (35) has the greatest solution and can have different mini-

mal solutions.

4 Concluding remark

The above Corollaries 7, 8 will be treated as conjectures in further investigation

of fuzzy system of equations with max−∗ product, where the operation ∗ is con-

tinuous and increasing operations.
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