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Abstract 

The proposed GN model presents the work of the Time Delay Neural Ne-

tworks (TDNN). Instead of other types neural networks, now we are de-

scribing the process during the time. We can teach this NN to fast chan-

ging processes, there behavior and environment. The TDNN can be used 

for prediction of the processes during there environment. Focused Time-

Delay Neural Network FTDNN had the tapped delay line memory only at 

the input to the first layer of the static feedforward network.  

Keywords: generalized nets, multi layer perceptron, time delay neural 

networks. 

1 Introduction 

In a series of papers the process of functioning and the results of the work of 

different types of neural networks are described by Generalized Nets [3, 4, 8-

10]. This paper is based on [13].  

Time Delay Neural Networks (TDNNs) are special artificial neural networks 

which receive input over several time steps. Time is represented in an explicit 

way. The architecture has a continuous input that is delayed and sent as an input 

to the neural network. The desired output of the network is the present state of the 

time series and inputs to the neural network are the delayed time series (past 

values). This type of the NN used delay block, which delayed input signal.  The 

Figure 1 present TDNN. Practically the TDNN is a multilayer perceptrons 

(MLP’s) NN [5, 6] whose inputs are formed from a time delay line. Neurons are 

organized into layers and the input signal propagates through the network layer by 

layer.  
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In this paper, we design a Generalized Net model (GN) [1,2] that presents 

the work of the TDNN. All definitions related to the concept TDNN are taken 

from [11, 12].  

 

 
 

Let us have a NN with one input I(t), where  the signal I(t) is a any signal 

during  the time t. (Fig. 1), but first layer of the NN have k neurons. Each input 

of the neuron have input vector P. 

According to [11], the Focused Time-Delay Neural Network (FTDNN) 

(Fig. 2) had the tapped delay line memory only at the input to the first layer of 

the static feedforward network. You can also distribute the tapped delay lines 

throughout the network. The distributed TDNN (DTDNN) was first introduced 

in [12] for phoneme recognition. The original architecture was very specialized 

for that particular problem. The figure below shows a general two-layer distri-

buted TDNN. 

 

 
 

Figure 2: Distributed Time-Delay Neural Network 
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This network can be used for a simplified problem that is similar to pho-

neme recognition. The network will attempt to recognize the frequency content 

of an input signal. The Figure 2 shows a signal in which one of two frequencies 

is present at any given time. 

2 A GN-model 

All definitions related to the concept “GN” are taken from [1, 2]. The GN, de-

scribing the process of the work of the DTDNN, is shown on Fig. 3. 

Initially the following tokens enter in the GN: 

 in place I  –  1
-token with initial characteristic 

1

0
x )t(I ; 

 in place 1WS –  1
-token with initial characteristic 

1

0

x 1w  where w

 1
 is a 

matrix with weight coefficients for the first layer of the DTDNN; 

 in place 1bS  –  1
-token with initial characteristic 

1

0
x b

1
 where b

1
 is a 

matrix with biases of the first layer of the DTDNN; 

 in place 1FS   – one  1
-token with initial characteristic “transfer function”; 

 in place 2WS  –  2
-token with initial characteristic 

 

R,S,S,S

R,,,

R,,,

WWW

............

W...WW

W...WW

wx

21

22212

12111

2
0

2


  

 

where w
2
 is a matrix with weight coefficients for the second  layer of the 

DTDNN; 

 in place 2bS  – 2
-token with initial characteristic 

2

0

x b

2
; where b

2
 is a 

matrix with biases of the second layer of the DTDNN; 

 in place 2FS  – one 2
-token with initial characteristic using “transfer 

function”. 
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Figure 3: GN model of the Distributed Time Delay Neural Networks 

 

The GN is presented by a set of transitions: 

 

А = {ZTD1, Z1, Z2, ZTD2, Z3,  Z4}, 

 

where transitions describe the following processes: 

 

 ZTD1 – Preparing the input vector P
1
 from the I(t); 

 Z1 – Calculating influence of the first layer of the MPL (n
1
);  

 Z2 – Calculating the output of the first layer of the MPL (a
1
); 

 ZTD2 – Delayed the signal for the second layer ; 

 Z3 – Calculating influence of the second layer of the MPL (n
2
);  

 Z
4
 – Calculating the output of the second layer of the MPL (a

2
); 

 

The transitions of the GN-model have the following forms. 

 

ZTD1 = <{I, 1TDP }, { 1P
S , 1TDP }, RTD1, ( I, 1TDP )>, 

where: 

TrueWP

TrueFalseI

PS
R

PPTD

TDP
TD

TD
1

1

,1

1

1 
, 

where  

 

1
1 P,PTD

W = “in position WTD1 exist 
kx  “. 
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The -tokens obtain characteristic as follow: 

 

)t(Ix 
0 ; 

)t(I),t(Ix 11  ; 

…… 

)kt(I),...,t(I),t(Ixk 111 
 ; 

)kt(I),kt(I),...,t(I),t(Ixk  11 . 

 

Z1 = <{ 1P
S , 1W

S , 1b
S , 1Wp

S }, { 1n
S , 1Wp

S }, R1, (( 1P
S , 1W

S ), ( 1b
S , 1Wp

S ))>, 

where: 

FalseTrueS

FalseTrueS

TrueFalseS

TrueFalseS

SS
R

Wp

b

W

p

Wpn

1

1

1

1

11

1 

. 

 

Tokens   1
,  1

 and  1 union, into the 1
-token according to [5].  

 

Z2 =<{ 1n
S , 1F

S }, { 1a
S }, R2, ( 1n

S , 1F
S )>, 

where: 

TrueS

TrueS

S
R

F

n

a

1

1

1

2  , 

 

Tokens  1
 and  1

 union into the  1
-token according to [5].  

 

ZTD2 =<{I, 2TDP }, { 2P
S , 2TDP }, RTD2, ( I, 2TDP )>, 

where: 

TrueWP

TrueFalseI

PS
R

PPTD

TDP
TD

TD
2

2

2

,2

2

2  , 

where  

 

I 



236 

2
2 ,PPTD

W = “in position WTD2 exist 
kx  “. 

Z3 =<{ 2P
S , 2W

S , 2b
S , 2Wp

S }, { 2n
S , 2Wp

S }, R3, (( 2P
S , 2W

S ),( 2b
S , 2Wp

S )>, 

where: 

FalseTrueS

FalseTrueS

TrueFalseS

TrueFalseS

SS
R

Wp

b

W

P

Wpn

2

2

2

2

22

3 

, 

 

Tokens  1
,  2

 and  2
  union, into the  2

-token according to [5].  

 

Z4 =<{ 2n
S , 2F

S }, { 2a
S }, R4, ( 2n

S , 2F
S )>, 

where: 

TrueS

TrueS

S
R

F

n

a

2

2

2

4  , 

 

Tokens  2
 and  2

 union into the  2
-token, using [5].  

3 Conclusions 

The proposed GN model present work of the Distributed Time Delay Neural 

Networks. It had the tapped delay line memory after the first layer and after the 

second layer of the static feedforward network The network is suitable to recog-

nize the frequency content of an input signal. 
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