o e

STRATEGIC
POLICY






SYSTEMS RESEARCH INSTITUTE
POLISH ACADEMY OF SCIENCES

STRATEGIC REGIONAL POLICY

Paradigms, Methods, Issues and Case Studies

A. Straszak and J.W. Owsinski
e@itors

Documentation of the workshop on "Strategic
Regional Policy” , December 10-14, 1984,
Warsaw, organized by the Systems Research
Institute, Polish Academy of Sciences and
the 1International Institute for Applied
Systems Analysis

PART II

WARSAW 1985



o/ﬂmum_.m\
S Al :

_, :

/P ¥i3iena16

/#.E,

\'a‘\

9
" \I T

38544 [



}

=

.
3a
I
4 S
a4 ¥
¥ b,
v Ay - 1
* . . pae !
W
#
o
LE ¥
= ; LA

s
a0 St




o d 52

AN URBAN SCALE COMPUTER MODEL FOR SHORT-TERM
FORECASTING AND CONTROLLING AIR QUALITY IN A
5 CITY b/

Piotr Holnicki and Antoni Zochowski

Systems Research Institute, 01-447 Warsaw
Newelska 6, Poland

Abstract. An urban-scale computer model for short term pre-~
diction of city air quality is presented. The physiéal process
of pollutant dispersion is described by distributed parameters
advection-diffusion equation. The model, utilising meteorolo-
gical forecast, calculates spatial and temporal distribution
of pollutant concentration ln complex urban area. Some test
computations have been conducted for Warsaw case. Basing on .
prediction model, a computer program _for real-time control of
emission redistribution in urban area is constructed.

1. INTRODUCTION

The problem of air pollution forecasting and controlling
in urban regions is considered to be important nowadays, beca-
use of steady degradation of city air quality effected by po-
wer plants, industry, transportation system and other sectors
of human activity. .

In the paper a computer model for short-term prediction
of city air pollution is presented. The model calculates de-
tailed, spatial and temporal distribution of pollutant concen-
tration in a complex urban area for a given time per;od (appn}-
ximately 1-3 days).

In Fig.1.1 the block~diagr$m is'presénted, where the fo-
llowing basic groups of inﬁut data utilized by the model can
be distinguished:

a) geometrical and structural description of the domain
- time period of the forecast - T,
- gedmetrical dimensions of the domain,
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The block diagram of the model
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- dimensions of the urbanized area,

- topqgraphy,

- aerodynamic roughness of the earth surface - z
b) meteorological forecast

- heigﬁt of the inversion - layer base - H,

or

- geostrophic wind components - Ug, Vg
- Pasquill’s cathegory of atmospheric stability, 4
- difference of temperatures between the urban region and
its surroundings - A8,
- precipitation intensity - a,.
q) intensity of emission sources
- pointwise - Q,
- areal and linear - E,
d) physical parameters
- dry deposition veloci?y - Vg
- the other parameters,
e) the initial and boundary conditions. =

The fundamental mathematical description of simulated
phenomena is based on the three - dimensional atmospheriq di-
ffusion equation [7, 10] along with the initial and boundary
conditions. In this paper, however, we presented a simplified,
two-dimensional version of the model, that can be numerically
solved on rather small computers and, moreover, is feasible
for application-in automatic emission-control systems.

The mathematical model of pollutant dispersion process is
described in Section 2. Furthermore, an algorithm is presented
that utilizes the meteorological data and the structural éro-
perties of the area for the wind field calculation. An import-
ant influence of a city heat island is also taken into consi- -
deration.

In Section 3 the model predictions have been verified on
the real air pollution data for the region of Warsaw. The ap-
plicaﬁion of such a model to the problem of air quality con-.
trol is described in the last part of the paper.
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2. MATHEMATICAL MODEL

2.1. The pollutant transport and diffusion process

Let us denote 'by. Q=L xL the square domain containing an
urban region as it is shown in Fig.2.1.

The phenomenon of pollutant advection and diffusion over
the domain Q xH, in general case, is governed by the known
three-dimensional boundary-value problem [10, 11]. Numerical
solving of such a problem can be expensive, especially in cases
when the model works in an air quality control system. However,
by averaging the transport equation over the mixing height, the
mathematical model of the process can be reduced _[7, 10] to the
following two-dimensional form:

2 2
ac ac 3¢ FIC ONC
T=+u—+ve—-K ( + ) =
3t " ox Ay H axi ayz

_ (2.1)
=0 -vc +}1—I(E-Vdc) in- 9x(0,T)

along with the boundary conditioms

%—g—=0 on 81x<0,T> for [u,v] ‘n20
= . (2.2)
c=0 on.32x<0,T> for [u,v]°n<0
and the initial condition
. :
c=c¢ in Qoe (e =0l (2.3)

where n represents the unit outward vector, while [-,°] -
any vector in RZ. '

The functions c(x,y,t), u(x,y,t), vix,y,t), Q(x,y,t) denote
here the pollutant concentration, the x - and - y - wind compo-
nents and intensity of the pointwise emission sources, respecti-
vely, all averaged over the height of the mixing layer - H. The
coefficient Ky represents the horizontal diffusion, while y -
the wet deposition factor, approximated in numerical algorithm
by the following formula
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yia) « 20107 « g% |
for the prec}pitation intensity o given in Emm/h].

The expression E—Vdc in the right-hand side of (2.1)
represents the ground-level stream of pollutant, where
E(x,y,t) is the intensity of the area emission and Vd - dry
deposition coefficient. )

\The atmospheric stability was classified according teo the
_six Phsquill’s categories [6, 11] ranging from strong stable to
extreme instable. It 'was assumed [6] that the diffusion coefi-
cient KH is a function of stability iqdex - s, as listed in

Table 2.1.

Table 2.1. The horizontal diffusion versus stability.

Class of stability Stability. “Horizontal diffusion
index - s coeficient - KH
A - extreme instable -3 5 250.0
B - moderate instable -2 . 100.0
C - weak instable - -1 > 30.0
D - neutral = : 0 10.0
E = weak stable 1 340
F - strong stable 2 13e.0

The atmospheric stability represented by index s influences
essentially also the wind field calculation that is described
below.

2.2. The wind field modelling

As follows from (2.1), (2.2), the transport of pollutant is
caused mainly by advection and depends directly on the. air move-
ment. Therefore, the calculation of the wind components u and v
is essential problem. The final shape of the wind field is effec-
ted by: the change of the wind velocity profile and the twist of
its direction versus height, the topographical obstacles, the
city heat - island phenomenon. The influence of the aerodynamic



- 457 -

roﬁghness has been considered to be comparably less important
[1, 14] and is introduced only as a pérameter of the vertical .
flow factor.

; In order to make calculations feasible, the considerations
are carried out in two dimensions (the wind field is assumed to
be flat). The linearizaéion technique is applied in the sense
that the listed above factors are treated separately and then
their effects are superimposed on each other.

The first step of the procedure consists in finding an ini-
tial approximation of the components of the wind velocity vector.
These are constant in the-whele domain f and a%eraged over the
mixing layer height values ¢

H

- _l ko
U, =g gu (#)dz, - wvu= vo(z)dz,

owm

il
[} o H

where [uo,vo] is the solution of the set of genaralized Ekman’s
spiral equations
(&, 33) + pfv = ptv,, : (2.4)

3, AV = !
3;(KH 3;) pfu-—{pqu
along‘with the boundary conditions

(@) =v(e =0,
(2.5)

u(H) =u v(H.) =V

G’ G°

Vector [uG,vG] represents here the geostrophic wind at the
inverse - based height H, e - the averaged over 2 value of the
ground elevation e(x,y), £ - Corriolis coeficient. The verti-
cal flow factor KM(z) depends on the stability index, the ave-

rage roughness Es - and other parameters

Ky (z) =KH(Z’H’uG’VG'S’;6)'

The details of this parametrization can be found in [7, 11].
In the next step the influence of topography and surfface
roughness is considered. We want to f£ind the minimal values of
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Fig.2.1. Geometry of a simulated area
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Fig.2.2. The wind field deviations {H=200m, AL=200m)
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corrections 6tﬁ, GtV,'such that the modified vector
[8.¥]) =[5, + 6,8,v, +6,7]

satisfies the conservation law [7]. An equivalent formulation
[3, 7] is to find minimum of the functional

J(a,v) =SJ; [n (u-uo) +n? (v-vo) + A
where h(x,y)=H-e(x,y), while A is a Lagrange multiplier corre-
sponding to the conservation eguation constraint. 8

It can be shown [7] that (2.6) is minimized for

Q
>

* * N
L 56=l3L (2.7)

T
6 2% = 3n

L

2h, oy o0

where the optimal value of Lagrange multiplier Af is the solu-
tion of the following Dirichlet problem

-5 dh_5 : :
AAX = =V, 3y in &, (2.8)

Since h(x,y) is independent of time, the solution A* can
be expressed as a linear combination of functions A(1,0) and
A(0,1). These are the solutions to (2.8) for [uo,v ] [1 0] and
[uo,vo] [0 1], respectively. Thus, using the superposition prin-
ciple, we can express the topographic corrections of the wind
vector components as

= 1 = 3 = 3 Y
e el el i _
(2.9)
8 V::;L(ﬁ 2 A(1,0) +V 9 A(0,1))
£ =2h S0 0y % o dy J %

Note, that the most time consuming part of the problem -
the computation.of A(1,0) ahd A(0,1) - can be made off-line.

In the next step of the procedure the calculation of ther-
mal effect is done. Let n C 2 be the area occupied by the
city (39 N 9Q=9), and let e eo denote the ground tempera-
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tures in 91 and on 3R, respectively (compare Fig.2.2b). Then
the ground temperature field in Q can be expressed as

6, in a\a,, '
o =4 9 (2.10)
g e in @,
where ég is the solution of the boundary-value problem
1 \, A £

A8 =0 in a\a,,

g ‘ .
eg=eo on a9, : (2.11)
eg=e1 on an,‘.

Let us denote by 69(1) the temperature field (2.10) corre-
sponding to the boundary conditions eo=o, e1=1. Then, using the

superposition technique applied in the former step, we can easily
show that, in general,

Gg=9°f (91 -@o) . Gg-(1) in Q. (2.12)

Taking advantage of parametrization (2.12) the function eg(x,y)
. .can be cbtained by a single solving of (2.11) for a given geo-
metry of the city.

In order.to.find the components of the thermal wind velo-
city, existence of such a potential ¢ is assumed [1], that

F.AB8 = _AD
S"=H'3x * %oV H 3y '

where ¢ is the solution of the following Dirichlet ﬁroblem

A¢=(9g-eg) in- Q. y

¢=0 on 23Q.

(2.13)

Here A is an empiric coeficient depending on architectural
structure of the eity. It has been determined for some cities,
see e.g. [5]. The averaged over Q value of Gg is denoted by 59.
Since formula (2.12) holds also for average value, we have

|
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Gg=9°+ (91 —@o) 2 99(1)-

The homogeneous boundary conditiens in (2.13) allow us to
apply parametrization again. Let ¢(1) be the solution for e
6 (1) and e —e (1). Then, any solution to (2.13) can be writ-
ten as : :

$=1(0,-0,) o(1)

and the final form of thermal corrections is

Tl (1)

Geu jH(®1 00) ax (2.14)
—=NUA e 9¢ (1) .

Gev_H(e1 G)O) .__55'_ &

Hence, the presented above procedure allows us to solve
all the partial differential eguations off-line. Computation
of the wind field in each time interval of the model has been,
therefore, reduced to some'matrice summations.

The final form of the wind components is

u=u +6u+__696,
VeV, ¢ 6T 67, _

. where the corrections are ekprésse& by (2.9) and (2.14).

The algorithm has been tested on a set of data represen-
ting various topographical configurations, geometric contours
-of a city heat island and meteorological conditions. A simple,
illustrative case is bresented in Fig.2.2.

3. THE REAL DATA EXPERIMENT

The URFOR model has been tested on the case of Warsaw
Metropolitan Area for the real emission data and selected me-
teorological episodes of January and August 1978. The test
calculation consisted in qenerating ‘a number of short - term
. forecasts of sulfur dioxide concentration. The region of 1n-
terest containing the city itself and its surroundings (a squ-
are 40 kmx 40 km) is shown in Fig.3.1. It was discretized by a
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square mesh with the spacing h=1km. The same discretizatioﬁ
was used in all space - depending input data.

The available emission sources consisted of 5 big power
plants or heavy industry factories and 53 intermediate or small
'heating plants and industrial sources. Furthermofe, there were
dietinguished 65 area sources given in aggregated form and‘reJ
presenting 7 city quarters and 58 suburban districts. The in-
tensities of all .the sources were assumed to be independent of
time. The spacial distribution of a global emission field is
shown in Fig.3.2 for discretization step' h=2 km.

The wind field was calculated according to the algorithm
presented in section 2.2. Since the terrain elevation was in-
troduced with accuracy 5 m, the surface rougness was neglected
w;th the excepfion to the city center where zo=5|m. As the
temperature difference between the c¢ity and its surroundings
we assumed the average lzterature value 46=2° C.

The simulation was performed for a number of 48 - hours
meteorological episodes, both for the winter and summer sea- .
sons of 1978. Here we have selected for illustration the epi-
sode described in Table 3.1

Table 3.1. The meteorological forecast

H ug u s a WV

PATE | HOUR | fm] | [m/s] | [w/s] | - [[mm/n] |[em/s]
7.01.78 00 700 0.69 3.94' -1 0.0 0.8
7.01.78 06 500 -3.86 >-1.04 -1 0.0 0.8

7.01.78 12 1250 | -1.93 | -0.52 | -1 0.0° | 0.8

7.01.78 |- 18 550 | -4.23 -4.23 -1 0.0 0.8

8§.01.78 00 680 | -5.36 -4.50 =il 0.0 0.8

The time interval DT=6h was determined by the available -
frequency of meteorologicel forecast. The sufficient accuracy
of computation was obtained for the time step of numerical in-
tegration procedure r—DT/18 0.3 h,
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The 502 concentration-field generated by the model (for
space discretization h=2km) at the succesive hours of simu-
lation is shown in Fig.3.3.

The results of simulation were compared with the measured
values of 50, concentration at the selected points of the city
[7]. Although the observations were fragmentary and related
only to maximal day-average values - it is possible to indicate
a correlation between the prediction and the observations. It
is concerned, however, with extremal concentration values rat-
her then its spatial distribution (compare [7]). For this rea-
son, the future precise evaluation of the model quality requi-
res the complex spatial and temporal observations of So2 con-
centration covering the forecasting period.

The model admits more disagregated description of emmis-
sion field than it was applied in the presented scenario. Trea-
ting a city quarter as an elementar area source causes that all
the city represents nearly homogeneous area source. It is also
possible to introduce the tranportation network as a set of li-
near sources. ‘

The two-dimensional averaging of transport - diffusion pro-
cess reqﬁires a special treatment of high emission sources. It
is known that the maximal pollution caused by such a source
appears at some distance, depending on the source parameters
and the meteorological conditions. This effect was obtained by
é special procedure that respectively modifies a current emis-
sior field (compare the position of "9" s in Fig.2.2 and Fig.3.3)
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4. THE EMISSION CONTROL

Basing'on the forecasting model URFOR, the real time emi-
ssicn control problem for the system of sources covering the
area was formulated. A general idea of controling consists in
minimizing an environmental damage by redistributing the pro--
duction (emission) among the set of selected sources, accor-.
ding to the meteorological situation.

‘Let us introduce the functionals depending on»concéntra-
tion of pollutant and production levels respectively:

T
h
J) =/ / rmax?(0,c(u) - cg)dnat
R0
T
h N
= Lok ONZ
qp(g)—é 1§1Bi(u.i ug)”de

E‘=(u1l---luN)T
where c(u) is the solution of the state equation

h N g
ac L] - . =
et W Ve -KgeAc+ac Q+i§1xipi(ui) in ex [o0,7;] (4.1)

with the boundary-initial conditions (2.1)-(2.2).
The optimization problem is then formally stated as follows:
Minimize the cost functional

I =0y, T+ oy, T () £0905(8.2)

under the constraints

glu) =a,, J(g)+a229(\_1) <K (4.3)
31\‘“1\‘-1 ‘
CE Y | (4.4)
dui .
Dy €0
M
B e e el Ly N, =N 4.5
wg, W L R ' b

The functions xitx,y) in (4.1) des;ribe the locations of

B
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controlled sources; Fi (ui,t) relate emissions to productions
levels. The factor r(x,y) in functionals is a region weight
function, cd(x,y) - th—e admissible level of pollutant. The
functional .:I'p constitutes the cost of deviation of produc-
tion intensities from the economical values ug. The inequa-
lities (4.4) represent technological constraints,while (4.5)

- reflects demand requirements bj imposéd on homogeneous gro-
ups of plants = Nj.

The parameters “ij_ in (4+2) make it possible to formu-
late a variety of optimization problems, ranging from minimi-
zation of environmental damage under limited resources (aii=1 ,aij=0) to
Mzatimms of ocutlays with environmental constraint (aii=0,ai =1).

The problem is solved by a quickly convergent version [15]
of the linearisation algorithm [16]. The numerical experiments
involved a case of five controlled sources, based on -modified
data for Warsaw. An ilustrative result. aii=1, uij=0 is shown
in Fig. 4.1. Since the exact solutions are unknown, the result
must confirm physical intuition. In our case the transitions of
productions from sources {1,5} to {2,3,4} in the first 6 hours,

and then from {5} to {'1} satisfy this condition.

12k e U
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Fig. 4.1. The results of numerical experiment
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DISCUSSIONS

Paper by L. Kairiuk%tis

Discussion participants: h. Straszak, J. Owsinski, K. Polenske,
R. Espejo, L. Kairiuk3tis.

Most of the questions were asked in order to obtain extra ex-
planation as to the notions and structures used throughout the
paper. These questions, related e.g. to the place of regions
in the systemic structure outlined or to implementation and
application of the comprehensive view presented, are satis-
factorily answered in the text at hand. : v

Apart from that a question was asked in what way it is intended
to influence policy makers - i.e. national and local governments
- in order to increase the understanding of problems at hand.
The answer pointed out that the only practicable means was to
piovide information to these who are.resposible for activities
influencing the biosphere, to make them aware of reasonable
‘constraints connected with such activities.

Paper by S. Ikeda

Discussion participants: A. Kocheékov, K. Polenske, L. Kairiuk-
stis, S. Ikeda.

Several explanations were asked for. First: the empirical basis
for the input/output model - at the national level according to
the international standard preakdown, e approx. 200 catego-
ries, and at the regional level more aggregate tables synthesi-
zed. from otherwise available informaﬁion. Some activities, like
fish processing industry, were left out bécause of lock of ade-
quate data. Some other ones, like private sector investments,
are treated through aggregates.

As to the formal side of the model development; it is provided
by the three-year contract from the Ministry of Science and
Education, and ‘the model developers”hope for an extension of
another three year period in order to complete the work,



Paper by P. Holnicki and A. Zochowski

Discussion participants: T. Vasko, K.P. Moeller, D. Boekemenn,
A, Straszak, R. Bolton, P. Holnicki.

In response to quesfions one of the co-authors explained that:
the control variable of the model was production level of a

given factory, the sources -located outside of the -area consi-
dered had not been accounted for because of lack of appropria-
te data, and: location and time variables had not been used as
control ones in the model, although this could be done within
the same model structure. Many of the model features resulted
directly from specifications made -when accepting the contract.

on the policy side, in view of the preliminary nature of the
model no experience could as of then be gained on the enter-
prises’ reactions. In fact, the model builders were responsi-
ble solely for model development.

















