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MODELLING AND IDENTIFICATION OF THE ITALIAN FIBERGLASS 
INDUSTRY 

l. INTRODUCTION 

The problem of building models of economic systems has been tackled by 
many control systems scientists during the past years [l, 5, 6]. 

From the identification point of view (estimation in econometrics), the main 
differences between economic and usual engineering systems are the following: 

- the dynamical links among the economic model variables are not usualy 
known as exactly as in engineering systems; 

- the great importance of the process and measurement noise, due to the 
stochastic aspects of the decision-making process, to the modelling approxi­
mation, to the stochastic nature of observed data; 

- the model has a large number of parameters even for simple economic 
systems and the strong interdependence among the variables makes model 
decomposition difficult; 

- the presence of concealed feedback links can make the exogenous va­
riables not really independent from endogenous variables; 

- the structure of the system and the value of the parameters can change 
over time, so that only recent data can be HSed to identif y model parameters 
so that the size of the sample may turn out to be too small; 

- suitably disaggregated data may not be available; 
- data sample frequency may not be appropriate; 
- it is not possible to select the best inputs from the identification point 

of view; in addition the inputs are in many cases strongly correlated (multi­
collinearity); 

- the endogenous variables are often characterized by a simultaneous 
interdependence due to the relatevely long sampling period, so that the sy­
stem is described by a simultaneous equations model. 

A discrete state space linear representation of the system has been utilized 
to express the economic hypotheses. In this representation some of the para­
meters have been assumed to be zero or known physical constants, others 
have been assumed as known functions of unknown parameters. The steady 
state Kalman filter representation of the model has been used to estimate 
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unknown parameters with a maximum likelihood criterion. Such simultaneous 
identification method, although very heavy from a computational point of 
view, has been chosen in order to take into account the strong interaction 
among variables and to obtain an efficient estimate. 

Even though models of industries are acknowledged to be of relevant irn­
portance very little attention has been paid to this sector by economic models 
builders. The main difficulty in tackling the problem of building economic 
models of industries is that, while taking into account the structure of the 
technology and of the market, one has to be able to make hypotheses on the 
interactions among the relevant variables abstracting from the single situations 
of the firms which make part of the industry. 

This philosophy is not easy to apply and the main methodological problems 
arising in the model construction are the following: 

- choice of the time horizon of validity of the model ; 
- definition of the economic sector in the economy in which it operates 

both from the geographic point of view and as concerns the interactions with 
other-economic sectors; 

- choice of the aggregation level of the variables involved taking into 
account that the . main concern is to single out variables which characterize 
the industry as a w hole; 

- representation of the market structure including the identification of 
economic operators, their mutual interactions, and the decision-making pro­
cess ; 

- imbedding the analysis of the economic sector in a macroeconomic 
context in order to be able to evaluate the coherence of the hypotheses. 

The first attempt has been to build a model for the Italian textile fiberglass 
industry [8]. 

The choice has fallen on this sector due to the simplicity of both the pro­
duction and market structure. As a matter of fact, textile fiberglass production 
is mainly due to a big corporation and there exist a few commercial branches 
of foreign producers. Moreover, it is easy to aggregate the whole production 
in one product only. 

The purpose of this paper is to appropriately complete the model parameter 
identification scheme only sketched in [8]. 

2. ECONOMIC HYPOTHESES 

Using data from years 1970/1974 a short period dynamical model of the 
Italian fiberglass industry has been constructed. Given the tecbnological 
characteristics of severa! products and the nature of the market, it has been 
possible to consider just one aggregrated product. 

The chosen endogenous variables are the following: 
PR - index of the Italian fiberglass production 
PI - Italian price index of the aggregated product 
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V J - National sale index of the ltalian protl ucer 
V E - ex.port index. of the ltalian prod ucer 
SC - inventory index of national finished product 
Data have been collected on a quarter time base. The choice of the variables 

and the sampling period has been judged appropriate to the short time ho­
rizon of validity of the model and to the market ftuctuations of the considered 
economic sector. 

The main aspects considered in the model are, firstly the influence of Italian 
and forcign market on domestic and foreign sales and on production planning. 

The economic hypothesis which have been assumed are the following: 
- the rigid structure of the production process which makes the horizon 

of the production planning quite long (1-2 quarters); 
- within a wide range demand/supply unbalance does not affect production 

level; unbalances are firstly met by invcntory ftuctuations policy and, above 
a certain lcvcl, by pricc adjustment; 

invcntory level affects production policy, Italian price and exports; 
• - due to the oligopolistic nature of the market, price is mainly determined 

by the mark-up criterion; 
- the most relevant cost items are due to labour and to power consump­

tion, but the labour for unity of product is not available and the labour cost 
for a workcr proved lo be nol significant; 

- the main utilizer of fiberglass production is the building industry through 
reinforced plastics, whose trend is to substitute traditional building compo­
nent~; the price of fiberglass dcpend in part on the price of this cornpeting 
product; 

- export is not determined by foreign demand but mainly by an olfer 
policy dependent on interna! consurnption, inventory level and foreign price; 

- import can be assumed as a proxy of interna! <lcmand. 
Moreover, in addition lo usual seasonal dummy variables, three dummy 

variables have been introduced; the first accounting for governmental price 
control occurred between the third 1973 quarter and second 1974 quarter, the 
second for a price fall due to a new competing lir, entering the market in the 
fourth 1971 quarter, the thir<l for long strike period occure<l between the third 
and fourth 1973 q uarters. 

These hypotheses have been conforted by identification results. 
Due to these hypotheses, the exogenous variables are the following: 
IM - import index 
PE - foreign pricc index 
PC - price index of competing product 
CE- power price index 
HP, BP, S2, S3, S4-dummy variables 
CO - referencc index level. 
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3. MODEL FORMULA TION 

The above-mentioned hypotheses can be expressed by a set of linear diffe­
rence equations (structural form): 

p q 

L A;y(t-i)= L B;u(t-i)+e(t) 
i= 1 i = O (1) 

where A1 and B1 are constant matrices of suitable dimensions whose entries 
are known constants (possibly zero) or known functions of some unknown 
parameters: y(t) is the vector of endogenous variables; u(t) is the vector 
of exogenous variables (input variables); r(t) is the noise vector. On the 
basis of the economic hypotheses it is possible to assume Aa =I, Ba= O 
(with J identity matrix and O zero matrix). 

Under very generał assumptions, equation (1) can be expressed in a state­
-space form [S) . For the particular characteristics of the system analyzed in 
this work, we can choose as state variables all the endogenous variables at 
time t and a subset of the endogenous varia.bles at time (t-1). 

The structural form of the system makes possible this choice under the hy­
pothesis that the state-space form is a minimal representation of the system. 
This assu mption is a necessary condition from the identifiability point of view. 
Eveen if the endogenous varia bles are not linearly dependent, the introduction 
of endogenous variables at time t - 1, t-2, ... can produce a non minimal 
representation for each value of the parameters. In this case instead of these 
variables we must introduce a lower number of new variables without a elear 
economic meaning. 

In the case examined inthis w ork some of the state variables ( VI, VE, PR, PI) 
are the output variables. Only the initial value of stock is independently known; 
the indexed stock level time evolution, arbitrarily assuming the initial value, 
has been reconstructed by means of the following relation 

SC(t+I) = SC(t)+aPR(t)-/JVT(t) (2) 

where VT(t) is the index of total delivery at time t: 

VT(t) = y VJ(t) +bVE(t) (3) 

and the coefficients (a, f3, y, ó) are introduced (and known "a priori") to take 
into account the use of indexed variables. 

The system of structural relations can be expressed in a state-space form 
as follows: 

x(t+ 1) = Ax(t)+Bu(t)+Fw(t) 

y(t) = Cx(t)+v(t) 

(4) 

where x(t) is the state-variables vector, y(t) the output variables vector, A, B, 
F, C matrices with suitable dimensions whose entries are known constants 
(for example equal to zero or one) or known functions of some unknown 
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parameters, w(t) and v(t) white gaussian noise vectors with non-singular 
covariance matrices Q and R respectively. The F matrix can be ornitted if we 
drop the condition that Q is non singular. The noise hypotheses are very ge­
nerał and often verified in practice if the mathematical model is a good model 
of the real system. If we have a colored noise, with a proper rational spe­
ctrum, we can introduce some new state-variables and stili express the system 
equations in the form (4) [5]. 

The use of some canonical representation of the system is not possible if 
we want to use "a priori" information on the structure of A, B, C, F. The 
short data series, the impossibility of experiments on the system, the interest 
in the value of some structural parameters, does not make the use of cano­
nical forms possible. 

For this reason it is necessary to verify in each case the identifiahility of the 
para.rnetrization l3] (i.e. therc do not cxisl two distincl points of the parameter 
space with the same probability density function of the random output vector). 
lt is very difficult to verify in practice the identifiability of the parametrization 
and it is usual to verify, in addition to the identifiability of the transfer function 
between deterministic and stcchastic inputs and output, only the loca] identi­
fiabiliLy of Lhe parametrization in a suitable point o:0 of the parameter space 
(i.e. to test if there exists an open neighborhood of :r.0 containing no other a 
with the same probability density function of the random output vector). 

The conditions for the identifiability of the transfer function concern the 
pcrsistcntly exciting charactcr of the input and the stability of the system [I 6]. 
A necessary and sufficient condition for the local identifiability of the para­
metrization is the non singularity of a suitable information matrix of the sy­
stem. 

The information matrix can he dcfined as follows: 

where (I. is the unknown parameters vector and /(yl~) is a proper probability 
dertsity function of the output given the parameters vector [2]. 

In practical cases we obtain an estimate of Af(a) from a given sample (see 
the following equation 23). 

Some of the identitiahility prohlcrns are ai;sociated to the stochastic 2,spects 
of the system. From a generał point of view it is not possible to estimate all 
the unknown parameters of matrices F, Q, R [1, 9]. In the following we assume 
a Kalman filter representation of the system. 
Then ( 4) becomes: 

x(t+ 1) = Ax(t)+Bu(t)+AK(t)v(t) 
(5) 

y(t) = Cx(t)+v(I) 

with v(t) white gaussian noise vector with nonsingular covariance matrix 
Q(t) and i:(t) linear optimal one step prediction of the state-vcctor. 
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In addition to the (5) we must impose: 

K(t) = P(t)CTU(t)- 1 

U(t) = CP(t)CT+R 

P(t + 1) = A (i - K(t)C)P(t)A r +FQFT 

where P(t) is the covariance matrix of x(t). 

(6) 

(7) 

(8) 

In this work we have assumed a stationary Kalman filter representation, 
wilh P(t) = P, K(t) = K and Q(t) = Q constant matrices, and we have identi­
fied the system parameters using equations (5) (6) (7). In some cases from the 
eslimated ma tri ces A, B, C , K, Q, R (8) it is possible to calcu late the ma­
trices R (supposing without loss of generality F entirely known). ln the generał 
case from the known matrices it is not possible to calculate the P matrix but 
the PCT matrix only (6), and then it is not possible to calculate all the entries 
of FQFr. In our case from the absence of noise on some state-equations (the 
identity equations: stock equation and state equations related to endogenous 
variables at time t - 1) the F matrix is composed by an identity matrix and a zero 
matrix: · 

(9) 

In this work the Kalman filter representation of the system is to be identi­
fied , hence the stability of the obtained A(l- KC) matrix is not guaranteed 
"a priori" and must be verified as the stability of t<he A matrix. 

4. PARAMETER IDENTIFICATrON 

Let (5) be the economic system representation, the unknown parameters 
are entries of matrices A , B, K , R and Q, the C matrix is entirely known and 
is composed by on identity matrix and a zero matrix C = [I ... OJ. The maxi­
mum likelihood method gives an asymptotically efficient and consistent csti­
mate of the parameters. 

Let p ( Y N lex, U N, x (I)) be the likelihood function related to system ( 4), where: 

Yk = [y(l)jy(2)1---Jy{k)] l~k ~N 

uk = [u (l) I u (2) I ... I u (k)] 1 ~ k ~ N 

we can assume: 
N 

(10) 

(11) 

p(YNl,x, UN, x(l)) = p(y(l)l,x , x(l)) TI p(yU)JYj- 1, ,x, uj- 1' x{l)) (12) 
j=2 
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From the gaussian noise assumption in (4) it follows that the probability 
density functions on the right-hand side of (12) are norma! with mean y (j) 
and covariance matrix Q(j) given from the Kalman filter of system (5, 6, 7, 8) 

y(j) = E{y(j)\Yi_ 1 , ex, Uj - i, x(l)} = Ci:(j) (13) 

Q(j) = E {(y(j)-y(j))(y(j)-j,(j)):} = {v(j) l (j)} (14) 

From (12, 13, 14) and the characteristics of v(t) (white gaussian noise vector) 
we obain: 

Inp(YN!ex, UN, x(l)) = lnp(y(l)iex , x(l))+ 

N 

+ I In p(y(j)IYi_ 1 , ex , Ui_ 1 , x(l)) = - r; In2n­

i =2 

N -~ I {ln(det.Q(j))+v(jf.Q- 1(j)v(j)} 

j=l 

(15) 

With the stationarity hypotheses we can put Q(j) =Q and K(j) =K and 
maximize (15) with respect to a subject to (5) (6). 

Setting: 

I'=.Q- 1 (16) 

e =[ki: k;] 

with k 1 square matrix and observing that 

C =[I : OJ 

Q T = Q > O (positive definite) 

RT = R > o 

it follows from (5) (6) (7) and (15) the minimization problem: 
N 

l ~ I • 

m:nJ = 2 ~ (v1(1)J'v(t)-lndetI') 

t= 1 

subject to: 

x(t+ 1) = Ax(t)+Ru(t)+A [l~~l]v(t) 

y (t) = Ci: (t)+ V (t) 

21• 

(17) 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 
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We can use a minimization algorithm based on gradient ca!culation: 6 1; 
and possibly on Hessian calculation: H (or on some approximation of the Hes­
sian matrix). 

N 

-_- = v (t)r - ,-+-v (t) -~-v(t)--tr -I' aJ I { ·r av(t) ] T ar l (ar -- 1)} 
Oak uak 2 Uak 2 aak 

(24) 

t = I 

the estimation of parameters of R is equivalent to the estimation of those 
of Q, only if "a priori" assumption on parameters of Q (or of R) are not taken 
into account; this substitution was used in this case to obtain greater compu­
tational efficiency. 

Computation of H is necessary to utilize Newton-Raphson minimization 
method and to verify local properties of the point to which the algorithm 
converges. 

This computation is heavy and the solution obtained can be affected by large 
rounding errors. 
We have then utilized the Gauss-Newton minimization method (quasilineari­
zation method) based on approximated Hessian [7, 12]: 

I-l =E - -. {(OJ) (aJ)T} 
aa aa 

(25) 

/'I 

I {(av(t))-r -(ov(t)) 1 (. ar _1 ar _1) 
J-/k ::::; -- I' -- +-tf -I' -I' + 1 

aak Ga, 2 QCl,k (}a, 

1 (ar _1) (ar _1)} +- tr -~-I' tr - · r = Mki 
4 oak oa; 

(26) 

The matrix M can be also be interpetcd as an approximation of the informa­
tion matrix M [12]. 

Hence we can estimate the parameters covariance matrix 

V= M- 1 

5. NUMERICAL RESULTS 

Vas follows [14): 

(27) 

Shortness of data sample (which is near to the minimum size for the use of 
simultaneous methods, in the case of dynamie systems, as given in [15)), and 
peculiar economic behaviour of the modeled industry during the observation 
period (a steady, rapie! growth, followed by a sharp crisis at the very end of 
the sample) have made simultaneous estimation computationally difficult. 
Frcsh data are needed to draw more precise conclusions about formulated 
economic hypothesis and adequacy of the obtained model; however obtained 
results can be considered satisfactory and severa! economic hypothesis have 
been verified. 
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Model structure determination has been performed, on the basis of economic 
hypothesis, by means of single equation regression analysis. Severa! structures 
so determined have been tested and used to initialize the multiequation mini­
mization algorithm; in severa! cases this second stage of identification procedure 
has moved initial values of parameters towards regions in which matrix A 
and/or A (I-KC) become unstable, which makes the results meaningless both 
from the identification and the economic point of view (fig. 2). 

This fact can be explained on the one hand with the shortness of data sample, 
and on the other hand with the higher sensitivity of simultaneous estimation 
methods to errors on model specification. This result can be taken as a further 
proof of the necessity to take into account the strong interaction among 
variables in econometric models and then to utilize a simultaneous estimation 
method . 

State space has been expanded to take into account time correlation of the 
noise in the export structural equation. This equation resulted to be inadequate 
to represent the export behaviour of the system. This fact has been explained 
by the multinational character of italian firms and by the lack of a suitable 
index of the international demand. 

Using an output error method it is possible to obtain a good fitting also 
for this equation, but the statistical properties of the estimate in presence of 
a process noise are not well known [8]. 

A good result, both from the identification and the economic point of view, 
has been obtained as far as production, italian price and national sale equa­
tions are concerned. 

Some of the parameters associated with the stochastic aspects of the model 
have given a low significance estimate. In these cases minimization algorithm 
convergence has been poor, typically because of near-singularity of the in­
formation matrix. In order to obtain a suita ble representation of the economic 
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system, with the given data sample, rather crude hypothesis on the noises co­
variance have resulted necessary. 

High correlation of some of the inputs, has made difficult to have equation 
structure matching with economic hypotheses : firstly price index of competing 
product could not be introduced in the national sale index equation because 
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of the high correlation with the italian price; secondly it was not possible to 
introduce all the relevant cost and price indexcs in the Italian price index 
equation. 

In order to obtain a reliable result, the choicc of a suitable descent algorithm 
and of pararneters initial point is very important. This is essentially duc to the 
presence of severa! local minima of the highly nonlinear objective function 
and to the presence of a possibly redundant parametrization. 
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Conjugate gradient and Davidon-Fletcher-Powell methods have a not 
very fast convergence in terms of total computation time, but these methods 
are more reliable w hen the information matrix is ill-conditioned. Gauss-Newton 
method has a higher convergence speed, although a single iteration is more 
time consuming ; particular procedures must be used in this case if the infor­
mation matrix is iii conditioned [7]. To avoid information matrix inversion at 
each iteraction, Davidon-Fletcher-Powell method using the inverse of the 
information matrix as initial weight matrix of the method has been used ; 
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in this case it was not possible to complete a cycle of as many iterations as 
the number of unknown parameters, without reinitialize the algorithrn. 

In fig. 1, 3 the results of identification procedure are reported, in fig. 2 the 
initializations utilized and in fig. 4, 5, 6, 7 arc plottcd the rcsults of one step 
estirnated state prediction. 

APPENDIX 

Jf we drop, as a further approximation, the costraints (6, 7), the following 
simplifications can be made. 

We can rnaximize (15) with respect to the Q paramcters only and, imposing 
that the gradient of the likelihood function subject to (5) with respect to these 
parameters to be zero, we can obtain the parameters of Q as a function of the 
vector fJ of the parameters of A, Band K (i.e. the so callcd concentrated like­
lihood function). 

Lct ® be the K roncckcr product and l (nm x l) the vector obtained from 
L(n x m) as follows: 

[
. T · T • · '/"] = Y1 : 1'2 : ··· : Y11 with rT[Y1 : Y2 : . .. : y„J 

Dcleting the constant term we obtain: 
N 

J =-¾-I {ln(det.Q)+v(jl!r
1
v(j)} = 

j =l 

N 

= - ~ I {In (det .Q)+(v(jf@v(j)7) u- t} 
j= I 

and then: 

which for the properties of the Kronecker product can be written: 
N 

u- 1 = ~ u- 1 I (vU)v(J/)u- 1 

j= I 

N 

J '\:' T) 
.Q = N f_; (v(j)v(j) 

j=I 
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(28) 

(29) 

(30) 

(31) 



Substituting (19) in (16) we obtain: 

j=l i= 1 

N N 

= -i ln(detQ)-~ tr{I (vut(~ I v(i)v(if r\rn)} = 

N 
= - - In (det Q)+cost 

2 

j=l 

j = I 

i = l 

i = 1 

(32) 

We can now formulate the problem of the estimation of unknown entries 
of A, B, K with a maximum Iikelihood criterion, as follows: 

N 

min]=~ ln(det(~ "\7 (v(j)v(jf))) 
e 2 N~ 

(33) 

j = l 

subject to (5). 
In this case gradient and Hessian became : 

1 1 a 1 1 an 
v J = 2 ( det Q) - a0 ( det Q) = 2 Q - iJ(J = 

N 

= ~ Q -JT"\7 ( o(v(j)@v(j)) OV(j) ) = 

2N ~ ~(n ~ 
j= 1 

N 

= _l "\7(Q - l''[(I X v(j))+(v(j) X l)]) iJv(j) = 
2N ~ iJ(J 

j=l 

N 

=~I (v(j)Ta-1 a~~)) (34) 

j=1 

(35) 
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SUMMARY . 

In this paper the problem of building economic short term dynamica l model 
of Jtalian fiberglass industry has been tackled in its multiple facets: formulation 
of the mathematical model on the basis of economic hypothesis about the 
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interaction among the variables taken into account, parameters identification 
and economic and statistical analysis of numerical results. 

A discrete state space linear representation of the system has been utilized 
to express the economic hypothesis. In this representation some of the para­
meters have been assumed to be zero or known physical constants and the 
others known functions of some unknown parameters. The steady state 
Kalman filter representation of the model has been used to estimate unknown 
parameters with a maximum likelihood criterion. This simultaneous identi­
fication method, very heavy from computational point of view, must be utili­
zed to take into account the strong interaction among variables and to obtain 
an efficient estimate. The simulated endogenous variables bave been plotted 
against the data time plot. 
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