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LINEAR PROGRAMMING*) 

1. INTRODUCTION 

This work is an application of functional linear programming (FLP) to the 
solution of convex programming problems. A simple-type method for solving 
FLP problems has been implemented by dr J. Me Keown and dr J. Gomułka 
of the NOC of the Hatfield Polytechnic (UK) and in collaboration with them, 
our group (G. Treccani, G. Resta and E. Sideri) at the Mathematical Insti­
tute of the University of Genoa, is working to the implementation of an 
efficient algorithm for convex programming. Although the theoretical approach 
is quite different, the basie idea is similar to Wolfe's and Dantzig's "genera­
lized linear programming", when applied to the solution of convex problems. 
Nevertheless, a much smaller amount of computational work seems to be 
involved at any iteration, and the convergence properties are different. 

2. FUNCTIONAL LINEAR PROGRAMMING (FLP) 

Let S;, i = 1, ... , m be compact sets of some real euclidean space, and 
the measure 'l be any positive regular G-additive real function defined on the 
algebra of Bo rei su bsets of Si. 

Let C;(9'), bi(9;) be such that C; : S'-> R, b' : S'-> RM, and q ERM 
A FLP problem is then the following: 

'" 
Minimize W= I J C'(Ii)dx' over xi 

i= 1 Si 

Ili 

subject to I J bi(:i) dx' = q 
i= 1 Si 

(2.1) 

lt has been proved by dr J. Gomułka that if {x', ... , xm} is a solution of this 
problem, then there exists another solution where measures are concentrated 
at a finite set of points { 9;} such that I 9j = M. 

i,l 
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This fact suggests the possibility of solving the FLP problem by a simplex­
-type algorithm, which has been implemented by dr J. Me Keown. This 
method is quite similar to the revised simplex method for Ordinary Linear 
Programming (OLP), but it requires at every iteration the unconstrained 
minimization over 9.1 of the "reduced gradients" C'(.9-1), whicb are defined 
as a natura! generalization to FLP of the corresponding quantities in OLP. 

lt can be proved that FLP problem can be dualized in the following: 

Maximize D = vT p over v ERM (2.2) 
subject to vrbi(.9-i) ~ C1(9-t 9- E S1

, i= l, ... , m 

Then for any feasible solution of 2.1. and any fcasible solution of 2.2. we 
have D ~ W and 2.1. has an optima! solution if and only if the dual problem 
2.2. has an optima! solution, for which D = W. It follows tbat we can find 
the optima! solution of 2.2. by solving the dual FLP problem 2.1. by the sim­
plex-type method. 

3. CONVEX PROGRAMMING PROBLEM 

The convex programming problem to be solved is the following: 

Maximize qT u over u E RM (3.1) 

subject to ((J,(u) ~ O; r = 1, ... , m 

where ((J, are convex continuously difforentiable functions. The generał idea 
is to replace the r-th convex constraint C, = { u ERM : ((J.(u) .:; O} by an infinite 
family of linear constraints of hyperplanes tangent to the boundary surface 
((J,(u) = O. 

If we parametrizc the boundary of C, by a M-1 dimensional parameter 
9,•·, then the constraints in 3.1. can be written as: 

grad ((J,[u'W)f[u-u'(.9,')] ,,,;o, 8'ES' 

wherc ((J,[u'(.9-')] = O for 9-' ES', and if we set: 

grad (f), = b', grad ((J,[ u'W)f u'(8') = C'(.9,') 

then 3.1. becomes: 

Maximizc qTu over u ERM (3.2) 

subject to u·rb'(9') ,,,; C'(.9,'); ,9-' ES', r =I, ... , m. 

This is the dual problem of the FLP problem 2.1. 
In the following we shall consider a slightly different convex programming 

problem: 

Minimize ((J0(x) over x E RM - i (3.3) 
subject to ((J;(x) = xT a; .:;; /Ji, i = l , ... , s - 1 

(f);(x) = (x- aJTAlx- aJ.:;; /3,, i= s, ... , m. 
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where s < m, a; E RM - 1 are linearly independent for i= I, ... , s-1 and the 
matrices A; are symmetric and positive definite, while rp 0 is convex continuously 
differentia ble. 

This problem can be written in the form 3.1. and 3.2., setting u= (x, uM) E RM 
q = (0 , O, .. . , O, -1} ERM, and adding a convex constraint 

C0 = {u ERM: x = (u 1, ... , uM_ 1), rp0(x)-uM ~ O} 

The dual FLP problem can be formulated as follows: 

Maximize F d over /, d and A (3.4) 

subject to l = A- 1 q 

where: (i) A is a M x M nonsingular matrix whose columns are M vectors 
of the type b'(9'); (ii) dis the M-vector having - C'(9!) as components for 9' 
chosen as in A; (iii)/ is an M-vector with nonnegative components. 

Setting Z = -(AT) - 1 d the problem can be written as follows: 

M inimize ZT q over Z E RM, d and A (3.5) 

subject to Z= - (AT)- 1 d 

The algorithm is iterative and changes at every iteration one column of the 
matrix A and the corresponding component of the vector d in such a way that 
improves the solution. 

lt is easy to see that introducing one column from the J-th constraint a pos­
sible choice is the one corresponding the value 9;~; 11 which minimizes the re­
duced gradient 

C~ = C~(91 )-ZTb1(91
) over 3-1 

If imin is the index corresponding to c; "';"=min C; over J, the algorithm 
substitutes one column of A and one component of d with b;"' 1

" (9-::J~") 
and -C;"';"(9-:~t,"), in such a way that A is stili nonsingular, I= A- 1q with 
nonnegative components and ZT q is smaller. 

We can observe that - C ' = max b1 (9-1 )T[u1 (.91)-Z];, b1 (9-1 )T[uJ(9-1)-Z] for 
every 9-1 

E S.:. 
In particular if u is the projection of the point Z on the convex set CJ, 

and bis the corresponding gradient, then we have -C; ;, 11h11 Ilu-Z i ł, which 
im plies - llb li ;, dist (Z, C ). If no w we assume 

07"a=min llb1 (9J)[I over 9-1 ES1
, then we have - Cj ;, adist(Z,C1

). 

If now A 11 , / 11 , d11 and Z 11 are the matrix and the vectors at the 11-th interation 
we can observe that: 

min lim ( c;min)11 = O implies min lim dist (Z11 , n C1
) = O. 

11- 0-:. n-+ r:tJ J 

This implies that for some subsequence Z"" we have 

lim Z,,,, = u* E n C1 

J 
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By the duality theorem this implies that u* is an optima! solution of 3.2. 
and the first M-1 components and the last component are respective by the 
components of the optima! solution and the optima! cost of problem 3.3. 
For the case M = 2 we have proved that it must be min lim (C;min),, = O, so 

n- ro 
that the mcthod must converge. 

4. MAIN FEATURE OF THE ALGORITHM 

The algorithm solves the problem 3.4. following the revised simplex algo­
rithm. 

The main differences between the proposed method and the revised simplex 
are tl:e choice of the initial basis and the choice of the coiumn to be introduced 
in the basis. 

4.1. INITIAL BASIS 

For a problem where some of the convex constraints C' may be unbounded 
and the gradients of rp, may be orthogonal to q, the problem of introducing 
an initial feasible basis is rather difficult. We overcome this difficulty by intro­
ducing as an additional constraint a sphere containing the optima! solution 
in the interior. The initial basis is then formed by M vectors which are gradients 
of M points on the spherical surface such that they are linearly independent 
and q is a linear combination with positivc coefficient of them. 

4.2. COLUMN TO BE INTRODUCED 

From a theoretical point of view the computation of the column to be intro-
duced in the basis involves two difficulties: 

(i) the evaluation of C;, 
(ii) the computation of a point u E Ci 111

;
11 such that the gradient b = 

=grad rp1,,,;n(u), which is the column to be introdt.:ced, satisftes bT(u-Z) = 
= C[ 1n1.11· 

We have proved that in the case of the problem 3.3. both steps (i) and (ii) 
requirc only computation of one value of the functions rp for every constraint, 
so that there is practically no extra computational work respect to the one 
which is required by the revised simplex for ordinary linea~· programming 
problem. 
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SUMMARY 

This work presents an application of functional linear programming (FLP) 
to the solution of convex programming problems. The basie idea is similar 
to Wolfe's and Dantzig's "generalized linear programming" when applied 
to the solution of convex problems, although the theoretical approach is quite 
different. Nevertheless, a much smaller amount of computational work seems 
to be involved at any iteration, and the convergence properties are different. 
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