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SOME PROBLEMS OF OPTIMIZATION OF HIERARCHICAL 
STRUCTURES 

1. INTRODUCTION 

This paper takes up the subjects dealt with in an article by Mańczak [l] 
and in two doctora! dissertations which the author supervised in the years 
1972 to 1975 [2], [4]. 

I shall illustrate the problem 1 am considering on an example communica­
ted to me by prof. K. Mańczak in 1972. 

Suppose we have one hundred healthy men for digging quickly a ditch. We 
assume for a moment that all these men are equally both capable for digging 
as for management. We take into account the fact that supervised people 
work better than not supervised. 

We can organize the work in various ways. 
First of all we can determine one boss supervising 99 workers. 
We may determine a boss who supervises 9 foremen, each of them supervising 

10 workers. The global efect will be the result of 90 workers. 
We remark that global effect will decrease both when the number of su­

pervisors is too small and too large, because in the latter case there are too few 
people actually digging the ditch. 

We are interested in obtaining a maximal global effect by choosing the proper 
structure depending on the efficiency of the particular members of the team. 

2. THE PROBLEM OF STATIC OPTIMIZATION OF HIERARCHICAL 
STRUCTURES 

The present paper deals only with structures consisting of elements with 
characteristics of the type shown in Fig. 1. 

lf we assume that the controlled elements is a human, we can treat 
yf as the initiative of the i 11

' element, 
y';" as the maxima! potentia! of the ź'h element, 
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yf" as the minimum value of the żth element resulting from "over-control" 
e.g. in the form of frustration, 
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c, = tg a, as controllability in the generał sense i.e. derviative of efect 
with respect to cause. 

The characteristics of elements we shall assume in the form: 

Y, = y;" + (y?- Y,) [(a ,+ 1) e - a,u, - a; e -Za,u,] 
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Elements of this type approximate a fairly large class of real objects. Cha­
racteristic points of the curve defined by (1) are shown in Table 1. In the 
course of the argument we shall assume that 

y;" ~ o 

Y? > yf" 

U;~ 0 

r.t.; >0 

a;> O 

a/ cprp·····[;J 
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Fig. 2 
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Having n elements of the type described above we can couple them into 
different structures (Fig 2a, 2b, 2c, 2d). Each of the structures is characterized 
by different constraints. The problem consists in selecting the structure which 
is optima! with respect to a chosen performance index. 

Let the performance index be the sum of outputs from the elements of the 
lowcst level 

k 

F = I Yi (2) 
i = 1 

subject to constraints resulting from the type of structure. Our goal is to 
maximize F, which we can regard as productivity of the system. Note that 
in the case of structure "a" although all the elements contribute to the total 
productivity F, the elements are not controlled and therefore their individual 
productivities are minimal, resulting only from their own initiative. 

On the other hand, in the case of structure "d" the productivity of the sy­
stem equals the productivity of the only one element of the lowest level. 
Although the productivity of it can be maxima! because of the control, the 
total productivity of the system is small, as only one element is engaged in 
the actual production. It folJows from the above that the optima! structure 
lies somewhere between the two extremes, and the problem consists in find­
ing the optima] number of levels of control and the optima! number of elements 
of each level subordinated to each element of a higher level. This number 
of elements in the course of the argument will be referred to as subord ination 
number. We can also maximize the mean productivity "per capita" 

F 
E= ­

n 
(3) 

First, we shall solve a simpler problem which is to find the optima] distri­
bution of the control signal controlling k elements which belong to the same 
typc or even are identical. It can be noted tbat the number of elements tbat 
can be controlled depends on the resources, i.e. on the value of control. 

2.1. SOLUTION OF THE SUBPROBLEM 

Let us consider the problem of distribution of the resources of a higher 
level element betwcen the subordinated elements in the case of structure shown 
in Fig. 3. The elements are characterized by 

Y, = YI° +(y?- y;"") [(a+ 1) e- .,,,, - a e - 2
• 1

"'] 

Y? > y;° ~ O i = 1 , 2, ... k 
(4) 

rl; > o 
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Fig. 3 

For the sake of simplicity it is assumed that 

a 1 = a2 = ... = ak =a> l 

The goal is to maximize a scalar function of k variables 
k 

max {F(u1 , ... uk)} = L y;"' +(yf-y;) [(a+ l)e -a•"'- a 2a'"'] 
Ut ,··•"k i = l 

subject to the equality constraint 

(5) 

G(u 1 , ..• uk)=w1 u 1 +w2 u 2 + ... +wkuk-Y = O (6) 

whcre w1 , •.. , wk > O are weight functions regarding different costs of di­
fferent controls, 
Y is the total cost of control 

and inequality constraints 

U 1 ;_,, 0 

We shall arrange the elements as follows 

CX1 (yf - y;:") ;,, cxi(y~ - yf) ;,, ... ;,, cxiyf - y[' ) 

Let us define a Lagrangian function 

L (u 1, ... , uk, ,l) = F (u 1, ... , uk)+ ,lG (u 1 , ... , r,k) ,l > O 

It follows from the necessary conditions of optima!ity that 

oL 
~ = (yf-y;"') [ -cx;(a+ l)e-a'"' +2cxiae- 2a'"']+,lwi = ·0 
uU; 
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k 

i)L = ~ w-u--Y = O 
J,ll ~ I I 

i = 1 

i=l,2, ... k 

(7) 

(8) 

(9) 

(IO) 



The soiutins of (10) are 

J A.W-
a+ 1 + (a+ 1)2 

- 8a O ' 
00 1 a-(y- - Y· ) 

u~= -In ' ' ' 
a; 2lw; 

a;(y?-y;") 

(11) 

i= 1, ... k 

or 

J 2 A.W; 
a+l- (a+l) -8a .o_ 

00 

u?' = ~ In a;(y; Y; ) 
' rxi 211.wi 

a;(y?- y;"') 

(12) 

i=l, ... k 

For the soiution to have a practicaI significance we shall assume that 

AW-
(a+l)2 ~ 8a 

O 
' 

00 a;(y; -y;) 
(13) 

Then from the two possibie solutions, the one that maximizes the function F 
is to be chosen. 

For the sake of simpiicity we shall assume further that the weight functions 
W; are such that the inequaiities (13) are satisfied as equalities. Then the soiu­
tions for u, are unique 

u"' = ~ In a;( a+ 1) (yf- YT') 
' a, 2Aw; 

i=l, ... k 

Taking into account that resulting from (13) 

a;(a + 1)2 (l- y;") 
i= 1, ... k W;= 

8al 

we arrive at 

"' 2 2a 
u-= -In --

' a; a+1 
i= 1, ... k 

(16) substituted in the constrain equation (6) gives 

k 

(a+ 1)2 In -
2
-a ~ (yf-y ;"' ) 

a+lL 
A= _______ i=_l ___ _ 

4aY 

(14) 

(15) 

( 16) 

(17) 
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From (17) and (15) it follows that 

a;(.v? - y;"') 
Wi = _____ k _____ y 

2 ln ~ ,. (y0 - /'') 

a+lU ' • 
i- 1 

Then, finally, a controlled weighted resource is 
o (C 

m Y, -y; y 
U 1 "W;= k 

°" (v0 
·-- v'") L- ~t ~J. 

i=l 

(18) 

(19) 

Tuus introducing the appropriate weight function we can find controls 
for elements with nonconvex characteristics identical with the controls for 
elements with convex characteristics. 

Moreover, if the characteristics of all the elements are identical, then the 
obtained formulas are fairly simple 

'" 2 2a 
u =-In --

a a+ l 

2a 
(a+ 1)2 ln -. k(y 0 -y"') 

a+I 
I = ----------

4aY 

W=----Y 
2a 

2kln -­
a+l 

y 
u'"·w = -

k 

2.2.2 THE OPTI:VIIZATI0.'.\1 OF STRUCTURES CONSISTING OF IDENTICAL 
ELEMENTS WITH A CONST ANT SUBORUINATION NUMBER 

(20) 

(21) 

(22) 

(23) 

Let us assume that all the elements of the system are identical and defined by 
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The productivity of the system per element is 

F 
E=­

n 

(24) 



If we denote the subordination number by k, then for p łevels of hierarchy 

e -1 
n= l+k+k2+ ... +kp-i=-­

k-1 

and the performance index of the system is 

F = kp-lY(p) 

If the number of levels diverges to infinity i.e. p ->oo, we have 
ay a:y 

lim Y(vl = y = y 00 +(y0 -y00
) [(a+ l)e - T -ae - 2

TJ 
p-• CC 

and the productivity of the system per element 

. p - 1(k-l) k-1 
E(rol = lun - --- y = -- y 

v--+ co kp - .t k 

(26) 

(27) 

(28) 

(29) 

Now we can find the value of k which maximizes the productivity of the 
system per element. 

Differentiating (29) and (28) with respect to k we obtain respectively 

dE<ool 1 dy k-1 
dk = k2 y+ dk k = O (30) 

dy 

JIG a -~ - ~ 
l+(y0 -y00

) - e 1' [(a+l)-2ae kJ 
k 

(31) 

Substituing (31) in (30) and taking into account (28), after somewhat labo­
rious calculations we obtain 

(a+.t)2 1 a+l Jy 0 -y00 
[a+l ]

2 

y't 2-Yoo = -- (yo-yoo)--±-- --- + --(yO-yoo) (32) 
· 8 a 2a 2 2aa 4a 

[
a+l J(a+l)

2 
1 y1,2-y

00]-l k 1 2 = ay/ln -± - --·~ 
' 2a 2a a y 0 

- ya) 
(33) 

where k denotes the optimum value of subordination number. 
We shall recapitulate the above argument with a qualitative analysis of 

the obtained solutions for control u. Note that, according to Fig. la, if the 
whole potentia! of the element is to be used it should operate near the maxi­
mum point. On the other hand, the maximum point is unstable and the ele­
ment is uncontrolable, therefore, the selection of the maximum point is not 
desirable, and the question arises as to whether u1 or u2 should be chosen. 
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In the farmer case at the top of the hierarchy we have a certain resource Y 
the ratio of which to the control u1 equals the subordination number k 1 . 

Because u1 < u2
, we obtain k 1 > k 2 at the same load (i.e . productivity y;) 

. k -1 
of particular elements. Therefore the productivity of the system E 1 = - 1

-- y 1 
k1 

k2 -l will be greater than E2 = --y1, but at the same time the total number 
k2 

of elements of the system I will by far exceed that of the system II, for n1 = 
kp - 1 k p -1 

= - 1
- ~ -

2
-. On the other hand, the point u1 has the following convenient 

k 1 -1 k 2 -1 
properties: 

1. It is a stable point 
2. We have some reserve productivity, i.e. we can increase the productivity 

by increasing the control u. 
Selection of u2 entails the occurence of opposite effects. We shall now con­

sider the case discussed by Mańczak in [l]. 

Yi 

y? 
I 

1 
Q. 

I 

Fig. 4 

u. 
\ 

Let us assume that a; =0 in (1). Then the characteristics of the elements 
are shown in Fig 4, and we can rewrite the curve equation as 

Yi = y;"' - (y;"'-y?)e-a,u, 

And now, contrary to the previous case, 

y;"' > Y? 
and 

Cl;> 0 

U1 ~ 0 

100 

(34) 

(35) 



Let us assume moreover that in this particular case all the weight functions 
are identical and equal 1 

W1 = Wz = ... = rl\ = 1 

We shall arrange the elements in such a way that 

Thcn we can fonnulate Lhe problem of partia! optimization. 
The goal is Lo maximize the function 

k k 

F(u1, U2, ••. uk)= L y;'°- L (y;"-y?)e-a'"' 
i= l .i= .l 

(36) 

(37) 

(38) 

(which can represent for example the distribution of a superviser's time between 
his coworkcrs, or <lislribution of resources). 

subject to the constraints 

G(u 1 , •.• u1,)= I u;-Y=G 
i=l 

u,~ O i= 1, ... k 

We define a Lagrangian function 

L(111, ... uk, A)= F(u 1 , ... uk)-,lG(u 1 , . . uk) 

From the necessary conditions of optimality it follows that 

.l 
u;= --- [In (yt- Y?)-In ,1,J 

Cl; 

which, substituted in (39), gives 

V ~h1(y;°--y?)·-Y 
~ ':I.i 

In;_= _;=_1 _______ _ 
k 

i= 1 

(39) 

(40) 

(41) 

Then substituting (41) in (40) and taking into account a possibility of a boun­
<lary solution we obtain finally that if 

iikl ry; o 
Y l 

Y; - Y; 
> - n-oo--,,-0 

Cl, Yk -yk 
... ;~ 1 

(42) 
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then the solutions are 

" 

I 1 y ~ -yo. 
-In ~ ~ 

1 i=l <X; Yi -yi 
U.= - ___ k ___ _ 

J aj 
j=l,2 ... k (43) 

i= l 

and if 

(44) 

then the solutions are 

l 

I 
l oo _ O 

- Iny~ y~+ Y 
1 i=l <X; Y; -yi 

l u,-r L~i 
i = 1 

o 

j=l,2 ... ,l 
(45) 

j=l+l, . .. ,k 

In the case of identical elements the inequality ( 42) is always satisfied and 
the solutions given by (43) can be rewritten as 

y 
U · =-

1 k 
j=l,2, ... k (46) 

Again, like in the previous case, we can calculate the optima! productivity 
per element. 

In generał, it can be noted that in structures with a small subordination 
number k there are many levels of hierarchy and many controller - elements, 
and the number of elements engaged in the actual production is relatively 
small, although they are well controlled. 

On the contrary, in structures with a big k, there are few levels of hierarchy 
and few controller - elements, and although there are many immediately 
productive elements they may be not sufficiently controlled; therefore the 
productivity of the system per element may be low. For these reasons we 
expect that there exists an optima! subordination number k. 
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lt can be easily calculated for structures with the number of levels p -> oo 
and the total number of elements n -> oo. 

Like in the previous case 

k-1 
E(<tJJ = - k -y 

y 

y=y""- (yoo-y°)e-ak 

Differentiating E(oo) with respect to k we obtain 

dE<ool 1 dy k-1 
dk = k 2 y + dk -k- = O 

Differentiating (48) with respect to k we have 

dy 

dk 

y 

(y'°-yo)!!:__e-ak ·y 
k2 

Substituing (50) in (49) we have 
y 

(y oo _yo)!!:____ e -a k. Y 
l k-1 k 2 

-y+--- ------0 , 2 k , -
K, r:J. -a-

(y °" - yo) - e k - 1 
k 

from which it follows that 

y 1 
e-a y =----

(yoo _ yo) r:t. 

Then substituting (51) in (48) we obtain 

70 1 
Yovt = Y --

rx 

which, substituted in (52), gives 

r:J.)'00 - 1 
kopt = l [( "" o) J n y · -y rx 

and 

E(oc.)opt = y00 
-~ ln [(y00 

- y0 )rx]-~ 
r:J. r:J. 

(47) 

(48) 

(49) 

(50) 

(51) 

(52) 

(53) 

(54) 

(55) 
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If we consider k 0 p 1 as a function of o:, then k0 P, is extremal at rx0 defined by 
the equation 

rx0 y
00(1- ln rxo(y"' - y 0

)) = 1 (56) 

and lhen 

(57) 

E 
(\7 

Fig. 5 

I 

STRUCTURE 
LEVEL 

I I I I Jl LII IV 

l I 1 I J -------- ·---
2 I l 2 2 ------
3 2 3 2 3 

--------
4 3 3 3 3 ------
5 3 4 3 4 ------
6 4 4 4 4 ------

7-oo 4 4 4 4 

Fig. 6 
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Leve l p=6 

IO 

The optimum value k0 v, with respect to y= is reached at y= satisfying the 
equation 

[( 
oc o) J (y00 -yo)a _ Yo - Y rx O 

- e (58) 

then 

k 0 P,(y~) = (rxy~-1) (y~-y0)rx (59) 

The above stages of the argument apply to structures with a constant subor­
dination number. Computer simulations show that it is possible to obtain 
better results with structures with a variable subordination number. The com­
puter results are shown in Fig. 5, 6, 7, 8. For particular types of elements 
the dependence of the productivity of the system Eon the subordination num­
ber, control y;P, and parameters of elements i.e. controllability rx and initiative 
_v 0 is shown. 

3. PROBLEMS OF THE DYNAMIC OPTIMIZATION 
OF HIERARCHICAL STRUCTURES 

3.1. lNTRODUCTION 

The main shortcoming of static optima! structures is that we ignore the time 
period which is necessary to carry out any action. Presently we shall include 
the time factor in the considerations, both in characteristics of elements and 
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3, 2 

2,8 

2,4 

2,0 

1, 5 
2 4 6 7 p 

l'ig. 12 

in maximized functional. As it can be seen later, the chosen time horizon, i.e. 
the time period in which the task is to be completed, motivates the particular 
structure of the system. The obtained optima! subordination numbers will 
depend on the time horizon and in consequence they will differ from those of 
the optim al structures for static systems. 
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Fig. 14 

IV 

3.2. PROBLEM STATEMENT 

------

6 7 p 

We shall confine our considerations to structures consisting of elements with 
nonlinear static characteristics somewhat simpler than the ones considered 
in the case of static optimization. We shall assume that yf = O, then 

(60) 
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Moreover, we shall assume that elements have linear dynamie characteristics 
of the first order 

dy;(t) 
T; dt+ Y;(t) = _[;(u;(t)) i= 1, ... k 

We shall allow for time delays in the control functions 

dy;(t) 
T; dt+ y;(t) = J;(u;(t-r:;)) i= 1, ... k 

(61) 

(62) 

Like in the previous case, we shall assume that the immediately productive 
elements are those on the lowest level. The performance index of the system 
will be 

11 

F(t,) = s L y;(t)dt (63) 
0 i E p 

where f P is the set of indexes of elements of the lowest lewe!. 
The problem of global dynamie optimization can be split into two mutually 

related subproblems. 

Subproblem 1 

Find the optima! controls of the system for a given structure a En and a given 
performance index 

Fc(s,t 1)= max {Fc(y (u(r)): s :1 1 )} 

11(1) E G(t) 

where n is the set of admissible structures 

y(t) = (?(t)) 
Yk(t) 

u(t)=(u/(t)) 
uit) 

G(t) is the set of admissible controls, 
t 1 is the performance time 

Subproblem 2 

(64) 

Choose the optima! structure from the set of admissible structures for which 
controls were optimized with respect to (64). The choisce is based on the follow­
ing cri terion 

F 0 (1 1 ) = maxFo(s: u(t), 11)() (65) 
se n 
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3.3. THE SOLUTION OP SUBPROBLEM I, CONTROL OPT1MT7ATION 

Let us consider the problem of optirnizaLion of control of k dynamie elcmcnls 
on the same level. 

The goal is to find the control, maximizing the functional 

u(t): max .Fo(u(I)) (66) 
"\l)~a 

,vhere 
t1 k 

F 0(u (t)) = S I, y;(u;(t)) dt 
O ;~1 

Q is the set of admissible controls 

Q = {u (t): G,,.(1) ~ O} 

Gw(t) = {Gw,;(t) )' o, i= 1, ... k+l} 

k 

G,._ 1(t)=y(t)- I, u;(t)=O 
i= l 

c,.._;(t) = u;(t) )' c, 1 = 1, 2, ... k 

We shall solve the problem examining the Lagrangian functional 

<l>(u, .t) = F(u)+.t[G(u)J 

(67) 

(68) 

(69) 

(70) 

(71) 

where ). is a nonnegative linear functional defined on the set of values of the 
constraint operator G(u) i.e. on the space 

lt I 

1.(G(u))= J I, G;(u)·tt1(t)dt 
O i~ 1 

the constraint functions g(t) E LP [O, t 1] and µ;(t) E L2 [O, t 1), 

u(t)EU=L2 [0,1 1]x ... xL2 [0,t1] 

Vis a Banach space being the k Cartesian product o[ L2[0, ti] with: the form 

j!u{1)j = / I \lu;(t)ll 2 

\i ,~1 

where 
t l I 

i,I u;(/) :I = {J [ u;(t)]2 dt} T 
o 

We shall base on a theorem formulated by R. Kulikowski [3]. 
Theorem 

(72) 

(73) 

Let a functional F : U -> R and operator G : U • I' be concave and diffe­
rentiable in the Gateaux sense on the space U, 'Nhere U and r are Banach 
spaces. 
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If there exist a E U and a nonnegativc lincar functional ). such that for all 
UE U 

d,, cf) ( li ' /4) = o 

G(11):;,, O 

i.[G(u)] = O 

then the funclional F(u) takes on ils maximum value at the point u with the 
condition G (u) ~ O satisfied. By d0 cf> (u, J.) we denote the Gateaux dcrivative 
at the point u in the direction h, where h, a E U. 

For a S)'Stcm witltout dclays 
from equation (74), in virtue of (71), (67) and (69), it follows that 

I y"'rx. ~ 
11;(t) = __:__ In -~-' {l -e T, ) (77) 

rx, u(t) 

i=l, ... ,k 

and on the basis of (69) we have 

k 

I 1 :::.:_i_ 
y(t)- - lny;"rx;(l -er,) 

(Xi 

-lnµ(t) = ; - 1 k 

I.~, 
i~1 

Substituting (78) in (77) we obtain 

( k '::.:!_] 
l l V l y~a,(1-eT;) 

uit) = k y(t)+ ~. ,:1., In 
1 1 

,-,, (J_.v ~ i=l y;"rx,(l-eT') 
J ~ 'lj 

i=l 

Passing to the limit as t --->t1 we have 

where y(t) is the output from the superior element. 
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tE[0,t1] 

(78) 

(79) 

(80) 



We obtained the solution of subproblem 1 i.e. we obtained optima] controls. 
lt must be noted that we ignored the inequality constraints uit) > O,j = 1, ... 

. . . k. If the formulas (79) and (80) yield negative contro Is on a certain interval 
of time, then to satisfy the constraints the controls on the interval should 
be taken as equalling zero. The other controls are then ca]culated from (79) 
and (80), with the terms with the indexes of the negative controls neglected. 

Proceeding similarly we can solve subproblem 1 for systems with delays 

where j = 1, ... m; 

and 

t E [t1 --i;m;+t, t-,m.,) 
df 

Lmm+l = l1 

(81) 

(82) 

The formulas (81) and (82) define the coordinates of the optimal control 
vector in the time intervals 

sequentially. Thus the optima] control is defined on the interval (O, t1 -r111J, 
where 'mi is the least and , 111"' the greatest of the delays of the elements consi­
dered in subproblem I. 

If all the delays are identical then the set of indexes m; contains only one 
element m 111 = le and the control can be calculated from the formula (81) 
for the whole interval [O, t1 -r) at a time. The values of the control at the 
right endpoints of the intervals are obtained in a similar way 

(83) 

i= 1 

j = 1, ... ,m 

o 
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The inequality constraints are to be satisfie<l in the way <lescribe<l above. 
If all k elements are identical, then all the coordinates of the control vcctor 

are identical and defined by 

uit) = y :t) j = l, ... k (84) 

Passing to the limit as t 1 -+ oo we obtain for controls the same results an in 
the case of static optimization. 

The solution of subprob!em 2, Choosing the optima! structure. 
Investigation was carried out both for constant and variable subordination 

number. 
The performance index of the system is 

t1 ti 

F0 (t1)= J F(t)dt= J np·yp(t)dt (85) 
o o 

where np is the number of elements on the lowest level 
yP is the output from one of the elements on level P. 

Controls inside the system arc defined by 

Up(t) = Yp-k1(t) p= I, ... p (86) 

In order to find the values yp(t), in (86), for all t E [O, t1], p = l, ... P as the 
response to the input u1(t) of the element being at the top of the hierarchy 
one has to solve the set of P differentia! equations 

dy (t) 
T-9-+y (t) = y"' - y"'e-•up(t) 

dt 9 p = l, ... ,P (87) 

with (86) satisfied. 
The productivity of the system per element is givcn by the formula 

(88) 

The examination of the system and search for the optima! structure, i.e. 
a structure at which the functional (88) takes on its maximum value, were 
carried out using programs for a digital computer Odra 1304 at the Institute 
of Computer Science and Control Engineering. 
The results obtained are shown in the cnclosed diagrams. 

lt appeared that the obtained structures were essentially different from the 
optima] structure in the static case. They depend significantly on the time 
horizon t 1 • 
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FINAL REMARKS 

1. Global efficiency of static systems practically does not change if number 
of Jevels exceeds 5-6. Futher enlargment of the number of levcls is useless. 

2. Optima! subordination number k sLrongly depends on the coenicient 
of controlability x. 

3. Structures with changeable subordination number k are better than 
structures with constant subordination number k and the higher is the level 
the smaller should be the subordination number le. 

4. In dynamie systems number of levels is srnallcr than in corresponding 
static systems (p = 3-4 is suflicienL) anu tlepen<ls sLrongly on time horizon 
of work t 1 • 

5. The optima! control strongly depends on time constants T1 and time­
-delay r 1 hut only in finał ir.terwals of optimization and does not depend on 
T, or , , in initial interwals because the values of exponential functions 

exp C + ~j- t
1

) are close to zero. When timc-horizon t 1 ----. co then the control 

tlocs not <lepend on T; and r; and the problem tends to have static character. 
6. The problem of finding optima! dynamie structures is a very compli­

cated one and can be solved only by using digital computers. 

POSSlBLL LXl'LNSIONS 

I. Variow; characteristics of the elements. 
2. Various numbcrs of clcmenLs on cach levcl. 
3. Highe1 order (possibly nonlinear) differentia] equations of the elements. 
4. Varior..•s global criterion functions. 
5. Varicus !ocal criterion function for eacb level. 
6. Diffcrent time horizons for each particular level. 
7. Feed-backs belween levels. 

REFERENCES 

[1] KAZIMIERZ MAŃCZAK, Optymalizacja wielopoziomowej struktury 
organizacyJneJ zhioru elementów sterowanych. Archiwum Automatyki 
i Telemechaniki T. XIX z. 2, PWN 1974. 

[2] JERZY KOWAL, Problem optymalizacji struktury hierarchicznej w ukła­
dach dynamicznych. Rozprawa doktorska, Instytut Informatyki i Auto­
matyki AGH, 1975. 

[3] ROMAN KULIKOWSKI, Sterowanie w wielkich systemach. WNT, 
Warszawa 1970. 

117 



[4] MAREK VALENTA, Problemy optymalizacji slruklur hierarchicznych 
w układach statycznych. Rozprawa doktorska, Instytut Informatyki i Au­
tomatyki AGH, 1976. 

SUMMARY 

The paper deals with the problem of optimization of hierarchical structures. 
The elements of structures are described, either by nonlinear static characteri­
stics or by dynamie characteristics. Depending on the kind of characteristics 
the problem of choice of optima! stalic or dynamie system is being considered. 
The depandences of the number of hierarchical levels and the subordination 
numbers in optima! structures on the characteristics parameters of the system 
elements and on the optimization horizon are investigated. As the optimiza­
tion criterion an average system effectiveness computed on the Jowest level 
of system is taken. 

The algorithms and programs enabling the optimization of system structure 
are prepared. 
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