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H. Gorecki
Institute of Informatic and Automatic Control, Academy- of Mining and
Metallurgy, Krakow

SOME PROBLEMS COF OPTIMIZATION OF HIERARCHICAL
STRUCTURES

1. INTRODUCTION

This paper takes up the subjects dealt with in an article by Marnczak [1]
and in two doctoral dissertations which the author supervised in the years
1972 to 1975 [2], [4].

I shall illustrate the problem I am considering on an example communica-
ted to me by prof. K. Manczak in 1972.

Suppose we have one hundred healthy men for digging quickly a ditch. We
‘assume for a moment that all these men are equally both capable for digging
as for management. We take into account the fact that supervised people
work better than not supervised.

We can organize the work in various ways.

First of all we can determine one boss supervising 99 workers.

We may determine a boss who supervises 9 foremen, each of them supervising
10 workers. The global efect will be the result of 90 workers.

We remark that global effect will decrease both when the number of su-
pervisors is too small and too large, because in the latter case there are too few
people actually digging the ditch.

We are interested in obtaining a maximal global effect by choosing the proper
structure depending on the efficiency of the particular members of the team.

2. THE PROBLEM OF STATIC OPTIMIZATION OF HIERARCHICAL
STRUCTURES

The present paper deals only with structures consisting of elements with
characteristics of the type shown in Fig. 1.
If we assume that the controlled elements is a human, we can treat
y? as the initiative of the i™ element,
y¥ as the maximal potential of the i* element,
yi°  as the minimum value of the i** element resulting from “over-control”
e.g. in the form of frustration,
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¢, =1tg «; as controllability in the general sense i.e. derviative of efect
with respect to cause.
The characteristics of elements we shall assume in the form:

Yi=y" 4+ —y) [(ag+ 1) e ™" —ge™ 2] (1)
u-
a/ —_— fi(u) -
}'.

1
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Table 1.

max point infl, point.
u 0 1 2a 2 2a =]
Up=—In—— py=—In——
x  a+l a a-+l1
y=y= 1 (a+1Y 3(a+1)* 0
yo_yoo da 16a
Y _(a+1)
oc—__(y°—y°°) a—1 0 P 0
Y _(a+1)?
Z0°—r) 1-3a 5 0 0

Elements of this type approximate a fairly large class of real objects. Cha-
racteristic points of the curve defined by (1) are shown in Table 1. In the

course of the argument we shall assume that

¥ =0
yi >y
u; =0

o; >0

a; >0

a/

¢/
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Having # elements of the type described above we can couple them into
different structures (Fig 2a, 2b, 2c, 2d). Each of the structures is characterized
by different constraints. The problem consists in selecting the structure which
is optimal with respect to a chosen performance index.

Let the performance index be the sum of outputs from the elements of the
lowest level

k

F=3 w 2

i=1

subject to constraints resulting from the type of structure. Our goal is to
maximize F, which we can regard as productivity of the system. Note that
in the case of structure “a” although all the elements contribute to the total
productivity ¥, the elements are not controlled and therefore their individual
productivities are minimal, resulting only from their own initiative.

On the other hand, in the case of structure *“d” the productivity of the sy-
stem equals the productivity of the only one element of the lowest level.
Although the productivity of it can be maximal because of the control, the
total productivity of the system is small, as only one element is engaged in
the actual production. It follows from the above that the optimal structure
lies somewhere between the two extremes, and the problem consists in find-
ing the optimal number of levels of control and the optimal number of elements
of each level subordinated to each element of a higher level. This number
of elements in the course of the argument will be referred to as subordination
number. We can also maximize the mean productivity “per capita”

E=— (3)
n

First, we shall solve a simpler problem which is to find the optimal distri-
bution of the conirol signal controlling 4 elements which belong to the same
type or even are identical. It can be noted that the number of elements that
can be controlled depends on the resources, i.e. on the value of control.

2.1. SOLUTION OF THE SUBPROBLEM

Let us consider the problem of distribution of the resources of a higher
level element between the subordinated elements in the case of structure shown
in Fig. 3. The elements are characterized by

vi=y0+ 0=y a+1)e ™ —ae 2]
PPz i —
Yi >0 =0 [ I,Z,k (4)
o >0
u; =0
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For the sake of simplicity it is assumed that
a,=d,=..=a,—a>1
The goal is to maximize a scalar function of % variables

k
max {F(uy, ... ud} = 3 yi+07 ) [(a+ De ™ —a*"] &)
i=1

Wiy idi
subject to the equality constraint
Gy, ...u)=wit, +waus+ . +wu,—~Y =0 (6)

where wy, ..., w, >} are weight functions regarding different costs of di-
fferent controls,
Y is the total cost of control

and inequality constraints

U, =0
- (M
t, >0
We shall arrange the elements as follows
o (1 =) 2 (2= y3) = o alye—yi) (8)
Let us define a Lagrangian function
Lu,, o u, A)=F(uy, .., uJ+AG(uy, ...,u) Ai>0 (9)
It follows from the necessary conditions of optimality that
aL o o -2
. =(y; =y [—ofa+ e 4+ 2q,ae” ““"]+Aw; =0 (10)
T
k
o Y=0 i=1,2 k
—— wiui-; = 1= PRI
aA!
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The solutins of (10) are

w,
a+1+\/(a+1)2—8a il

pyo R
u;"=—ln al(yl yl ) (11)
o 22w; i=1 k
a(y? =)
or
2 Aw;
a+1-— (a+1) —Sa(#—;
u;n — In . Ay —V; ) (12)
o 2Aw; i1 k

(v = yi°)

For the solution to have a practical significance we shall assume that
Aw;

0 ©

aly; —yi)

Then from the two possible solutions, the one that maximizes the function F
is to be chosen.

For the sake of simplicity we shall assume further that the weight functions
w; are such that the inequalities (13) are satisfied as equalities. Then the solu-
tions for u; are unique

o_ 1, a{a+1) OP—y7)
o; 22w,

(a+1)*> > 8a (13)

=1,..k (14)

Taking into account that resuiting from (13)

(a+1)* (2 —yP
W= MRV OVTYD) (15)
8aj

we arrive at

2 2a
up' = —In — i=1,..k (16)
o a+l

(16) substituted in the constrain equation (6) gives

k
2a
+1)*In ——— E Oy
(a )na+1 i =y7)
1= i=1
4aY

(17)
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From (17) and (15) it follows that

w, = l(.} i 'i Y ( 18)

EIH*Z (¥~ »7)

Then, finally, a controlled weighted resource is

Vi v

('-"-w‘-=——— 1 (19)

Thus introducing the appropriate weight function we can find controls
for elements with nonconvex characteristics identical with the controls for
elements with convex characteristics.

Moreover, if the characteristics of all the elements are identical, then the
obtained formulas are fairly simple

2 2a
" =—1In (20)
o a+l

u

2a
Dl —— k(¥ —y*
(a+1) L v =¥

j = 21

’ day @n
oL

. v (22)

2a
2k1n
a
mo Y (23)
utrw = P’ 2

222 THE OPTIMIZATION OF STRUCTURES CONSISTING OF IDENTICAL
ELEMENTS  WITH A CONSTANT SUBORDINATION NUMBER

Let us assume that all the elements of the system are identical and defined by
yi=y "+ =y [a+ De ™ —ae™ 2 (24)

The productivity of the system per element is



If we denote the subordination number by k, then for p levels of hierarchy

kP~

n=1+k+k*+ .. +k"“‘=k : (26)
and the performance index of the system is

F=k"y, (27)

If the number of levels diverges to infinity i.e. p —oco, we have

ay ay

lim yy =y =y +0°—y*) [(a+ e * —ae™*¥] (28)

pe
and the productivity of the system per element

E i k-1 k—1 (29

=lim ——y=——
(o3) pr kp#] y k ¥ . )

Now we can find the value of & which maximizes the productivity of the
system per element.
Differentiating (29) and (28) with respect to k& we obtain respectively

dE,, |  dyk-—1
=) = Y =0 (30)

- ¢ - +_._
dk kzy dk k
o —x2 s
-y ze Fyllat)—2ae K]
dy K
dk a 2 Lz e
O 0" - . -
1+ —y )—k e *[(a+1)—2ae *]

Substituing (31) in (30) and taking into account (28), after somewhat labo-
rious calculations we obtain

(a+1* 1 a+1\/y°-y°° a+1l o 2
mo_w YO + _ _ ., 32
Yia—y I A Gy rrai A AR I ERY)

a+1 a+ 1\ 1y, ,—y !

ki p = ay/n [E‘—i\/(g) —;WJ (33)
where k denotes the optimum value of subordination number.

We shall recapitulate the above argument with a qualitative analysis of
the obtained solutions for control w. Note that, according to Fig. la, if the
whole potential of the element is to be used it should operate near the maxi-
mum point. On the other hand, the maximum point is unstable and the ele-

ment is uncontrolable, therefore, the selection of the maximum point is not
desirable, and the question arises as to whether u' or #* should be chosen.
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In the former case at the top of the hierarchy we have a certain resource Y

the ratio of which to the control u#' equals the subordination number k.

Because u' <u?, we obtain k, >k, at the same load (i.e. productivity y;)
. kl_l

of particular elements. Therefore the productivity of the system E; = V1

1

ky,—

will be greater than E, = y1, but at the same time the total number
2

of elements of the system I will by far exceed that of the system II, for n;=

KT
= >

k,—1" k,—1
properties:

1. It is a stable point

2. We have some reserve productivity, i.e. we can increase the productivity
by increasing the control w.

Selection of #? entails the occurence of opposite effects. We shall now con-

sider the case discussed by Manczak in [1].

A

. On the other hand, the point u! had the following convenient

Tl
&

| /

s]

¥ <

Let us assume that a;=0 in (1). Then the characteristics of the elements
are shown in Fig 4, and we can rewrite the curve equation as

yi=yE =P —yi)e T (34)
And now, contrary to the previous case,

o>y

and

;>0 (35)

u; >0

Fig. 4
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Let us assume moreover that in this particular case all the weight functions
arc identical and equal t

Wy =Wy = ... =w, =1 (36)
We shall arrange the elements in such a way that
Oy 5 My .. X0 37

Then we can formulate the problem of partial optimization.
The goal 15 1o maximize the function

k 3
A ) 0 0 — N
Flug, up, o) = Z ¥i — Z (»i"—yi)e ™ (38)
i=1 i=1
{which can represent for example the distribution of a superviser’s time between
his coworkers, or distribution of resources).
subject to the constraints

4
Gluy, ...ou)= 3 w—¥ =0 {39
=1

u, =20 i=1,..k

We define a Lagrangian function
Ly, cou, Ay=Flug, ... u)—AGu, ... uy)

Irom the necessary conditions of optimality it follows that
1

4= (0GP —y9)—Ind] (40)
o;

which, substituted in (39), gives

k

t . o

— In(p”~y)~Y

%

i=1
K
1
o
i=1

Then substituting (41) in (40) and taking into account a possibility of a boun-
dary solution we obtain finally that if

i k
1 w0
Y>E —
% YO =Yy
i=1

Ini=

(41)

(42)

01



then the solutions are

E : L, 7=
—1in co [1)
o Yi =Y
i=1 .
%
z 1
ol
i=1
and if

E —l e 0<Y E —I 44)
1 — W J’z+1 J’1+1

then the solutions are

j=1,2...k (43)

1
. =—
y o

i

1 ©__ 0
E Ly
o Y — Vi

1= . j=1,2..,1
o

2

i=1

(45)

o

: j=1+1, ..,k

In the case of identical elements the inequality (42) is always satisfied and
the solutions given by (43) can be rewritten as

Y
Uj=?

j=1,2,..k (46)

Again, like in the previous case, we can calculate the optimal productivity
per element.

In general, it can be noted that in structures with a small subordination
number & there are many levels of hierarchy and many controller — elements,
and the number of elements engaged in the actual production is relatively
small, although they are well controlled.

On the contrary, in structures with a big &, there are few levels of hierarchy
and few controller — elements, and although there are many immediately
productive elements they may be not sufficiently controlled; therefore the
productivity of the system per element may be low. For these reasons we
expect that there exists an optimal subordination number k.
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It can be easily calculated for structures with the number
and the total number of elements n — oo,
Like in the previous case

k—1
E{m):Ty

y
y=pr—("— e T
Differentiating E., with respect to & we obtain
dE., 1 dy k—1

= + —=—
a0 ak &
Differentiating (48) with respect to k& we have

_ 2
*%

o
*—¥" e v

Tk )
=y i—c k1

Substituing (50) in (49) we have

L

w0y & —ap
| gy Y)Y
r,?y+ T _a% =0
F=yd e -l
from which it follows that
ey _ L
(»*=ya
Then substituting (51) in (48) we obhtain
o |
Yopt = V¥ ‘;

which, substituted in (52), gives
Ko oy —1
S Y B

and

1 1
E(os)apt = yDC _—C(— In [(ym _yU‘) O:]_‘;

of levels p — oo

(47)

(48)

(49)

(50)

(50

(52)

(33)

(54)

(55)

103




If we consider k,,, as a function of &, then k,,l,, is extremal at o, defined by

the equation

0 .
oo P (1~ Inag(y”—»") =1 (56)
and then
kopt(d'()) =& y°° (57)
be
ar . - i
L h=d
—— [ k=3
[T Y SR I A—— T / e k=¢
/ k=t
—" k=2
0.5 / T
04 4 — / ,/ ’/ I
0,3 %7 W \_t I o
0,2 4—— \ _
' \ u|
‘-—-...____-_.,._____ \\M k=l
0,1 I
k=10
o i 2 3_ ) 4 5 6 7 8 G 10 I
Fig. 5
[ | STRUCTURE |
LEVEL
Popow o |y
! I
2 1 1 2 2
3 2 3 2 3
4 3 3 3 3
5 3 4 3 4
6 4 4 4 4 |
F—oo 4 4 4 4
Fig. 6
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= - L _ o
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Fig. 11

The optimum value k,,, with respect to y is reached at y satisfying the
equation

[y -y a] T =e (58)
then
kop(¥3) = (ayy — 1) (v — ¥ (59)

The above stages of the argument apply to structures with a constant subor-
dination number. Computer simulations show that it is possible to obtain
better results with structures with a variable subordination number. The com-
puter results are shown in Fig. 5, 6, 7, 8. For particular types of elements
the dependence of the productivity of the system E on the subordination num-
ber, control y2,, and parameters of elements i.e. controllability « and initiative

y° is shown.

3. PROBLEMS OF THE DYNAMIC OPTIMIZATION
OF HIERARCHICAL STRUCTURES

3.1. INTRODUCTION

The main shortcoming of static optimal structures is that we ignore the time
period which is necessary to carry out any action. Presently we shall include
the time factor in the considerations, both in characteristics of elements and

108




l E(t) =10

3,2

2,8

2,4 1

2,0

1,5 -
P

Tig. 12

in maximized functional. As it can be seen later, the chosen time horizon, i.e.
the time pertod in which the task is to be completed, motivates the particular
structure of the system. The obtained optimal subordination numbers will
depend on the time horizon and in consequence they will differ from those of
the optimal structures for static systems.
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‘ Eg(t)), t=20

wn
=

3.2, PROBLEM STATEMENT

We shall confine our considerations to structures consisting of elements with
nonlinear static characteristics somewhat simpler than the ones considered
in the case of stalic optimization. We shall assume that 2 =0, then

fu) =y (1—e™") (60)

It




Moreover, we shall assume that elements have linear dynamic characteristics
of the first order

dydt)

T =0 = S0 i=1, .k (61)
We shall allow for time delays in the control functions

dyt
T; %‘FJ"E(” =flult—=1)) i=1,..k (62)

Like in the previous case, we shall assume that the immediately productive
elements are those on the lowest level. The performance index of the system
will be

Fa)={ T wdi (63

where 7, is the set of indexes of elements of the lowest lewel.

The problem of global dynamic optimization can be split into two mutually
related subproblems.

Subproblem 1

Find the optimal controls of the system for a given structure a & m and a given
performance index

Fs, )= max {Fy(u{n):s:1,)} (64)

u(t) e G(1)
where 7 is the set of admissible structures
yi(d)
yinn=1:
yil)
uy (1)
u(ty=1 :
\ U1 /

G (1) is the set of admissible controls,
#, 1s the performance time

Subproblem 2

Choose the optimal structure from the set of admissible structures for which
controls were optimized with respect to (64). The choisce is based on the follow-
ing criterion

Foli,) = max Fo(s: a1y, 1)) (63)

sen
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3.3, THE SOLUTION OF SUBFROBLEM 1, CONTROL OPTTMIZATION

Let us consider the problem of optimization of control of & dynamic elements
on the same level.
The goal is to find the control, maximizing the functional

{0y max Folu(l)) (66)
where "o
Pifuit) = § 3 (i) de (©7)

€ 15 the set of admissible controls
Q={u:G =0}

G.()=1{G,N=0, i=1,.. k+1} {68)

G () =y )= 3 u{f)=0 (69}
i=1

Godth=u(y=C, i=1,2,..k (70)

We shall solve the problem examining the Lagrangian functional
D(u, )=+ {w)+i[G(un)] (71)

where 1 is a nonnegative linear functional defined on the set of values of the
constraint operator G (x) i.e. on the space

!
G =1 Y Gla) w(i)de
D=1

the constraint functions g(¢) e L* [0, £,] and w,(Ye L2 [0, 1),
u(tye U =0, t,]x ... xL*[0, ]

U is a Banach space being the k Cartesian product ol L*[0, ¢,] with® the form

x
601 = 3, bt ™
where
)| = {§ [ud)]* dey T -
O

We shall base on a theorem formulated by R. Kulikowski [3].

Theorem

Let a functional F: U - R and operator G : U — I' be concave and diffe-
rentiable in the Gateaux sense on the space U, where U and 7 are Banach
spaces.

8 — Materialy,.. 113



If there exist d e [/ and a nonnegative hincar I"um,tlonal A such that for all

we 7
dy@ (i3, )=10
G(u)y=0
LAlGuy] =0

then the functional F() takes on its maximuam value at the point £ with the
condition G(u) > {) satisfied. By d,®(#, 1) we denote the Gateaux derivative

at the point # in the direction A, where #, e U.

For a system without delays
from equation (74), in virtue of (71), (67) and (69), it follows that
r—6

(1~ 7)

1 *
A = — In 2%

w A1)

i=1 k

PR,

and on the basis of (69) we have

k

1 tTh
yin— Z —myfal—e T )
dl

Substituting {78) in (77) we obtain

—Tnp(r) =

I3 Lk
{ @ T
l 1 Coadl —e 7
) = ———— {y(z)+ Z Tlnw} =12k
te]0,,]

% -
” E 1 =1 yiw(l—e ™)
%

=1

Passing to the limit as ¢ >¢; we have

“(t)_,lfﬁu(t)— Z |:(t)+Z—l y,ocT]

where p(t) is the output from the superior ¢lement.
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We obtained the solution of subproblem 1 i.e. we obtained optimal controls.

It must be noted that we ignored the inequality constraints u;(t) >0, j=1,

. k. If the formulas (79) and (80) yield negative controls on a certain mterval
of time, then to satisfy the constraints the controls on the interval should
be taken as equalling zero. The other controls are then calculated from (79)
and (80), with the terms with the indexes of the negative controls neglected.

Proceeding similarly we can solve subproblem 1 for systems with delays

t+1;—1
. 1 1 —e T )
u(t) = ——— y(t)+ — Freh (81)

[ T;
o y i (xi —¢ )
J
05.'

where j=1, ... m;

te [tl_Tme s I—ij)
af

T'"m+1 = tl
and
' m; <j<k=m,
(1) =0{ (82)
te [II‘T”,H” tl ~Tm;

The formulas (81) and (82) define the coordinates of the optimal control
vector in the time intervals

[0’ tl—rmm)’ [tl_""m,,,s tl_Tm,,,_l): [tl_rrnza tl—Tml)

sequentially Thus the optimal control is defined on the interval (0, ¢, — 1,,,1)
where Tony is the least and 7, the greatest of the delays of the elements consi-
dered in subproblem 1.

If all the delays are identical then the set of indexes m; contains only one
element m, =4k and the control can be calculated from the formula (81)
for the whole interval [0, t,—7) at a time. The values of the control at the
right endpoints of the intervals are obtained in a similar way

1 Po; T,
[y(n T )+ E —mP L ]

&; yioy T;
: 1 i=1 (83)
ﬁ‘j(tl _Tml) =

0 , form <jl<k
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The inequality constraints are to be satisfied in the way described above.
If all k& elements are identical, then all the coordinates of the control vector
are identical and defined by

_ ¥
Tk

(1) j=1,..k (84)

Passing to the limit as f; — oo we obtain for controls the same results an in
the case of static optimization.

The solution of subproblem 2. Choosing the optimal structure.

Investigation was carried out both for constant and variable subordination
number,

The performance index of the system is

1

Folty) = | F(s)dt = [j] n,y,(0) di (85)
{

where #u, is the number of elements on the lowest level
¥y is the output from one of the elements on level P.
Controls inside the system arc defined by

yp— l(t)
k

u,(f) = p=1...P (86)

in order to find the values y,{z), in (86), for all te [0, ¢,], p=1, ... P as the
response to the input #,{t) of the element being at the top of the hierarchy
one has 1o solve the set of P differential equations

T dy (1)
dt

w —au (t)

+y,(1) =" —yTe”™™p p=1,..,P (87)

with (86) satisfied,
The productivity of the system per element is given by the formula
22 R
1 1
Fut) =~ F i) = - | Foyar (88)
n n
0
The examination of the system and search for the optimal structure, i.e.
a structure at which the functional (88) takes on its maxumum value, were
carried out using programs for a digital computer Odra 1304 at the Institute
of Computer Science and Control Engincering.
The results obtained are shown in the cnclosed diagrams.
It appeared that the obtained structures were essentially different from the
optimal structure in the static case. They depend significantly on the time
horizon ¢, .
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FINAL REMARKS

1. Global efficiency of static systems practically does not change if number
of levels exceeds 5—6, Futher enlargment of the number ol levels is useless.

2. Optimal subordination number & strongly depends on the coefllicient
of controlability z.

3. Structures with changeable subordination number & are better than
structures with constant subordination number & and the higher is the level
the smaller should be the subordination number 4.

4, In dynamic systems number of levels is smaller than in corresponding
static systems {p=3—4 is sufficient) and depends sirongly on time horizon
of work 7,.

5. The oplimal control strongly depends on time constants 1, and time-
-delay 7, but only in final interwals of optimization and does not depend on
T, or 7, in initial interwals because the values of exponential functions

t+7;,—1 . .
exp (—J—w—l) are close to zero. When lime-horizon ¢, — co then the control

J
does nol depend on 7T and r; and ihe problem tends to have static character.
6. The problem of finding optimal dynamic structures is a very compli-
cated one and can be solved only by using digital computers.

POSSIBLLE LEXTENSIONS

Various characteristics of the elements.

Yarious numbers of clements on each level.

Highet order (possibly nonlinear) diflerential equations of the elements.
Variovs global criterion functions.

Yaric.us local criterion function for each level.

Dificrent time horizons for each particular level.

Feed-backs belween levels.
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SUMMARY

The paper deals with the problem of optimization of hierarchical structures.
The elements of structures are described, either by nonlinear static characteri-
stics or by dynamic characteristics. Depending on the kind of characteristics
the problem of choice of optimal static or dynamic system is being considered.
The depandences of the number of hierarchical levels and the subordination
numbers in optimal structures on the characteristics parameters of the system
elements and on the optimization horizon are investigated. As the optimiza-
tion criterion an average system eflectiveness computed on the lowest level
of system is taken.

The algorithms and programs enabling the optimization of system struciure
are prepared.
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