





Systems Research Institute
Polish Academy of Sciences



Modern Approaches in Fuzzy Sets,
Intuitionistic Fuzzy Sets,
Generalized Nets and Related Topics.
Volume lI: Applications

Editors

Krassimir Atanassov
Witadystaw Homenda
Olgierd Hryniewicz
Janusz Kacprzyk
Maciej Krawczak
Zbigniew Nahorski
Eulalia Szmidt
Stawomir Zadrozny

IBS PAN SRI PAS



© Copyright by Systems Research Institute
Polish Academy of Sciences
Warsaw 2014

All rights reserved. No part of this publication may be reproduced, stored in
retrieval system or transmitted in any form, or by any means, electronic, mecha-
nical, photocopying, recording or otherwise, without permission in writing from
publisher.

Systems Research Institute
Polish Academy of Sciences
Newelska 6, 01-447 Warsaw, Poland

www.ibspan.waw.pl

ISBN 83-894-7554-5






Modeling the process of the color recognition
with MLP using symbol visualization

Stanimir Surchev, Sotir Sotirov

University Prof. Asen Zlatarov, Burgas, Bulgaria
e-mails: ssurchev@gmail.com, ssotirov@btu.bg

Abstract

Multilayer perceptron (MLP) can be used to recognize many processes. In
the following paper a neural network that recognizes colors inside a
picture was described by Generalized net. The result is recreated by
symbols, which have different order, on a white background. In the current
case testing with the neural network that recognizes the red, green and
blue colors.

Keywords: Generalized Nets, Multilayer Neural Networks, Image
Processing

1 Introduction

Neural Networks are used in many projects. They can be very helpful in the
recognition process and they are distinguished by a wide variety of kinds. This is
an advantage that gives them a great potential. The learning method is the
general difference between the varieties of neural networks types. They are two
types of networks: supervised and unsupervised. In the present paper a
supervised learning [6] Multilayer Neural Network is used.

According to [4], the artificial neural systems, or neural networks, are
physical cellular systems, capable of perceiving, storing and using the perceived.
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In [3] neural networks are presented as a part of the theory of automata, relating
to the theoretical field of mathematical analysis, oftentimes based on the models
of the biological neural systems and being a system that may generate, encode,
store and utilize information using a complex of neurons, nerve terminals and
chemical synapses.
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Fig.1 Flow chart of the MLP

Neural networks that use feedback connections (recurrent neural networks) exist
[5]. In the multilayered networks, the exits of one layer become entries for the
next one. The equations that describe this operation are:

am+1 =fm+1(w m+1.am + bm+1) (1)

form=0,1, ..., M—1. On Fig 1.1 and equation (1):

e m is the current number of layers in the network;
e M is the number of layers in the network;

e Pis anetwork’s entry vector, where

A
P= P2 ;
& @
e Ris a number of inputs of the neural network;
e a" is the exit of the m-th layer of the neural network, where
q
m a
a = . b
“ €)
e 5™ is a number of neurons of a m-th layer of the neural network;
e w" is a matrix of the coefficients of all inputs, where
Wi Py o Wir
m_ (W1 Wa ... Wap|
W I P
Wsi Wsp .. Wip @)
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2 GN-Model

Initially the following tokens enter the GN[1].
In place L1 — a token with initial characteristic x§ = "colors". In place Ls — 8
token with initial characteristic
xg = "Neural Network structure, maximum iterations,

type of performance, minimum value of performance"

In place Ls — y token with initial characteristic x} =

"criterion for correction”.
In place Lo — & token with initial characteristic x§ = "picture".
The GN is presented on Fig.6 by set of transitions:

A = {Z1, Zz, Z3, Z4, Zs}

Z2 Z3 Za Zs
sz ~. 7 Ls \71110 '\ﬁLls Lisg
e — 0
O = O =] =

B :
| |
Lag Q Lz L7

Fig.6 GN — Model

These transitions describe the following processes:
e 7, ="“Creating input and target vectors and computing number of
colors”
Z; = “Creating and training Neural Network™
Z5 = “Testing neural network™
Z4 = *“Normalization of results and applying symbols”
Zs = “Visualization”

= ({L1, La, Lu},{L2, L3, La}, Ry, V( L1, Ls, L11)),
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where
R < L, L, L,
'L, | False False True
L\ W, W, True
L, | False False True
where Wi, = Wiz ="“(p &t )}#0”

The token-a enters place L4 from place L; and it obtains new characteristic

1
x&, = “prix&, P, t, number of colors”

It splits to three tokens. The first token - @’ stays in place L4 for the all live
time of the generalized net. The second token enters place L, from place L4 with

—_n a'n

characteristic xg,l' = przxgl;,xcu . The third token enters place Ls from L4

with characteristic xé’,i” = "pr,;xé’l; " . The token - {"’ enters place Ls from place
Ly.

Zy= ({La, Ls, L1, L10},{Ls, L7}, R2, V(A\(La, Ls), L3, L10)},
L6 L7

L, | False True

L, | False True

L, | W, True

L, | False True

R,

where W76 = “neural network is trained”

The tokens a’’ and P enter place L7 from places L; and Ls. They unite in token -

€ and obtain new characteristic x5, = "xg,i', xg , trained neural network".

It splits to two tokens € and &’. The first token - € stays in place Ly for the all live

time of the generalized net. Second token &’ enters place Ls with characteristic
!

x5, = "pryxs," . The token - "' enters place Ls from place Lio.

Zs = ({Le, Ls, Lo, L13, L14},{L10, L11, L12, L13, L1}, R,
V(A(Ls, L), A(Ls, L1a), L13),

121



where

Ra — LIO Lll L12 L13 L14
L, | False False False False True

L, | False False False True False
L, | False False False False True
Ly | Wisno Wi Wiy, True  False
L, | False False False W,,; True

where
o Wisi0= Wis1 = “incorrect results”
o W32 =~ Wis,10 where — W13 10 in the negation of the predicate W13,10.
o W43 = “picture is tested in the neural network”

The token &' enters place Li4 from place Lg. It unites with § and obtains a new

characteristic xgu = "pryx§, prle.;, tested picture".

The token { splits to two tokens { and {'. The first token stays place Li4 for the
all live time of the generalized net. Second token enters place Lia. It unites with
token ¥ and obtains new characteristic

(’ — ( Y 2 ] "
Xoy = "Xy, Xy, verification of the results " .

If predicate Wi 10 = true, or Wis 11 = true, token {’ enter place Lio or Li; from
place L3 and it obtains new characteristic

" !
xgu = "x,,,, correction of the data".

If predicate W31 = true, then token {’ enters place Ly, from place L3 and it
does not obtain new characteristic.

Z4=({Ls, L12, L16, L17},{L15, L1, L17}, Ra, V(A(L3, L17), L12, L)),

where
e | Ly L L
* L, | False True False
L, | False False True
Lo | We,s True False
L, | False W, True
where

o  Wis15= “maximum number of colors is reached”
o  Wiz16= “data is normalized”
The token {’ enters place Li7 from place Li, and it obtains new characteristic

(III " (I . "
Xoy = "X.y.normalizated data
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The tokens {'"’ and a'"’ enter place Lis from places L3 and Li7. They unit in new
token 77 and obtain new characteristics

1" " .
x), = “xgu ,x&, ,current number of color,data with symbols"

The token 7 enters place Lis from place Lis and does not obtain new
characteristic.

Zs = ({Lis},{L1s}, Rs, V(L15)),

where
L
Rs = 18
Ll 5 T rue

The token 77 enters place Lis from place Lis and it obtains new characteristic

!
xJ, = "x7,, vizualited picture with symbols”.

3 Conclusion

In the present paper a Multilayer Neural Network, that recognizes color in
picture and recreates it in another picture have been described by a Generalized
net. The output results of the neural network have been converted in pictures and
displayed in figures. The results show that the neural network can recognize
special colors that have been given before the training process.
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