





logical values (true or false) in accordance with a fact’s current status in the decision do
Facts annotated with logical values—we call them metafacts—are communicated to the
agents as this agent’s position. Response metarules, triggered by metafacts, may create
metafacts. This is used to model the agents’ reactions to a position. Changes in the prc
representation caused by such reactions are modelled by modification metarules that may m
or completely reshape the goal representation. A forward-chaining engine is used to
metarules of both kinds (MATS9).

We have extended the NEGOPLAN approach by separating the goal tree into the privai
public tree®. A private trec represents such goals of the agent as departmental or personal ,
(Goals of this kind need not be operational ) The whole tree is not shown to other partici
of the decision process, but its leaves may be revealed. A public tree represents the st
project: its rationale, constraints, budget and schedules. This tree is known to all agent
each agent can only modify its clearly defined parts. Private goals influence generation of |
goals, but they seldom change themselves, perhaps during reorganization or when the cor)
culture changes.

An agent belongs to one or more groups. She uses NEGOPLAN’s response metarules
fer reactions of the remaining group members. This happens in & competitive situation. In
operative situation, response rules deal with the issues more typical of CDM: developm
partial solutions, their aggregation, and the synthesis of the agents’ individual positions
position of the whole group or its subgroup.

In the remainder of the paper we present the COON system—an extension of NEGC
from negotiation support to simulation and support of CDM. The new approach is illus
with a case study that was run on a prototype of COON; we discuss one experiment.

2. Co-operation and Negotiation

2.1. Background

Decision-making has been traditionally considered in the context of a multi-value,
variable problem for which a single measure is sought to determine one solution. Goal d
position, a powerful problem-solving paradigm in Artificial Intelligence, breaks the overa
down into qualitative elements that are mutually related but may exist independently. Disir
problem solving aims at having a co-operative solution found by nodes in a network j
engaged in a four-phase process: problem decomposition, subproblem distribution, subpr
solution, and answer synthesis (DAVS3, CAMS3). The focus often is on interaction be
nodes that integrate individually reached subproblem solutions into an overall solution (D
These networks are typically used in distributed sensor networks (LESS1), distributed air
control (CAMS3), and distributed robot systems. To increase the performance of 2 ne
nodes rely on their local views to generate and exchange partial solutions (LES&3).

Research on CDM is usually restricted to situations when the nodes—agents—deco
the problem, solve, aggregate and synthesize subproblems (LYN90, SMI81). Structuri
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about the problem at hand.

Agenits talk in groups. There is a topology of allowable connections and communication
lines. An agent who is currently active broadcasts her position to the members of her group.
The intended recipients read the position and react to it. (In the COON prototype, one recipient at
a time is activated manually.) If this particular set of metafacts does not concern an agent, even
if she is in the group, she simply keeps her problem representation intact. One of the recipients
receives the control signal and generates her position, broadcasts it, and so on. An agent
analyzes her position and compares it with those of other agents. The comparison may be
qualitative (e.g., another agent’s solution is used to determine if the important goals are
achieved) or quantitative (with the use of measures on solution elements) or mixed. If the agent
views two solutions as interchangeable or very similar, then she proposes an agmemcnt. This is
rejected, accepted, or accepted after modifications.

Agents have their own copies of the public goals. Each broadcast position may cause a re-
definition of a public goal, and increase the agent’s understanding of this goal’s nature.

An agent may operationalize a goal in her own terms that need not be identical with the
perspective of other agents. For example, a political decision-maker may care little about budget
details, so long as a limit is not exceeded. The existence of many perspectives may lead to
inconsistencies: a fact may be deemed both true and false, or two facts may be true but mutualty
exclusive in the domain. Public goals are accumulated step by step in such a way that no
conflicts exist between the private and public goals of one agent. Conflicts between private
goals of various agents do not matter.

- Long-term results of the work rgported in this paper will allow the simulation of organiza-
tional structures with generic projects, experimental {on-line) global validation of connections
within organizations. It will be possible to develop structures for various typical tasks and ver-
ify ad-hoc structures (¢.g., for handling emergency situations). The system will allow to keep
track of information flow, and will automatically produce schematic progress reports. It will
reduce the need for face-to-face meetings, and will enable local on-line validation of structures
without inivolving the management.

3.-Case Study: Design of a Voice Recognition System -

We illustrate our approach by modelling project management procedures of a Canadian
government department. It was involved in negotiation and decision making in a recent software
project aimed at improving telephone answering service (c.g. to inquiries about welfare
payments, or about new laws and regulations). The caller is usually presented with a choice
from a few relevant areas, typically handled by an operator who directs the caller to different
extension.

Governmental projects are initiated by deputy ministers (DM). DM evaluated last year’s
performance and decided that the department should lower the number of user complaints. That
was found too high because the volume of calls steadily increased in the last five years without
changing the number of operators. DM asked the Program Evaluator (PE) for a solution that
would not require more operators—due to the freeze on hiring,
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constraints <-increase_ in manpower(0) & increase_in new_technology (4

alternative_solutions <- voice_recognition.

alternative_solutions <- touch_ tone.

alternative solutiona <~ improve text_search.

alternative_solutions <- hire more_staff.

chosen_solution <- voice_recognition.

budget <- budget(duration,l2,months,cost,l,million,tech_staff,12).

milestones <- milestones(coding) & milestones(testing) &
milestones (documentation).

mileatones(coding) <—

schedule(coding,duration,6,months,cost,0.2,tech_staff,4).

mileetones (testing) <-
schedule (testing,duration,6, months, cost,0.4,tech _staff,4).

milestones (documentation) <-
ochedule (documentation,duration, 4 ,months,cost,0.2,tech_staff,d).

5. Experiments and Results

We have run six NEGOPLAN systems to simulate six members of the co-operating g
DM, PE, PL, Testing, Coding, Documentation. Each NEGOPLAN had a separate
representation and metarules. We did a complete run of COON with the connections shov
Figure 3. This allowed us to test our broadcast method, and to find cut which structure
passed around along these particular connections. The possibility of experimentally determ
the information flow (given a topology) is an important resuit of our preliminary work.

At the present stage of our work, the COON system is led manually through all ¢
This allows us to debug the system. We are working on the automation of the control pn
similar to that achieved in just two coupled NEGOPLAN systems (KOP91). In that work w:
two NEGOPLANS negotiate a settlement in a union-management dispute without the oper:
intervention.

6. Future Work

Co-operation between the agents ends wi** *he establishment of a joint pasition—a ve
of the public tree accepted by all members or .., the group supetvisor (e.g., project initiatc
the prototype of COON we did not consider the environment—an essential element of dex
processes—that may be carefully modelled in NEGOPLAN. Re-introducing the environmen
COON will enhance the decision process, because agreements may have to be revised d
changes in the decision situation. This leads to the issue of different perception of the
events due to the differences in the agents’ individual knowledge bases. This may re
adding translation and explanation facilities that would compare and analyze individual in
tations of events.

In the long run, we aim for an automated system thatd”  znses with human interve
when reacting to the changes in the other participants’ positions; at present, the positic
change is synchronized manuaily. We also consider extending ~ notion of strategy to allc
strategy changes depending on the circumstances and concession levels of the partici
(KOP92). Finally, we intend to.incorporate the concept of commitment (FUK91) into o
proach. -
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