











of the process, costs related to the ditferent ways of  sssible solving and  me I sin
order to support the rule-based decision level.

Z Discrete Event Models and Algorithms in Decision-Making Systems

The decision-making svstem has two basic levels. The top level 1s rule based and the lower
level utilizes discrete event models aud algorithms. The formahsms (Ramadge and Wonharm
1937, hozak 1990a. 14990b.1991a. 1491b) are used as a methodology for building models at t
lower level and partially at the top level:

e [he models can be built step by step by adding axioms correspondiug 10 system properties
{Kozak 1960e). also a semistate modelling technique (Kozak 1991a) can be utilized.

e Prototype models can be constructed and verihed and hierarchicallv composed mto rep-
resentation of real situations. The prototype models include modelling of vartous types of
delays ¢Dorn 1990.1991. Kozak 1991b. 1991d. Pelavin and Allen 1656, partial controlla-
bility and observability (Ho 1989. Kozak 1991e. Workshop on DES 1991} and qualitative
simulation (Kuipers 1939, \ dlisuo 1991 1

and for desip [ inference methods:

e ('ertain theorems in {Ko7ik 1990a. 1990b. 199la. 1991b} can be used direct!y as a meta-
knowledge in the rule=t  »d top level.

o For analysis of the prototype models and solving control problems. algorithms can be
designed and verified {Ramadge and Wonham 1987, Kozak 1991h. 1991d). The algorithmus
specify procedural knowledge. Also prototype simulation methods {Kuipers 1989) can be
verifled within the formalism i Kozak 1990a ).

Comnunication between levels consists of:

¢ [uformation about the current state of the lower level. It incluc  information ab
pussible decision alternatives and their parame . interpreted data anc 1 1+ s of
running tasks.

o Final resuits of inference of decision tasks provided by the lower le

e Setting parameters of decision tasks for the lower level.

e Prionities of tasks to be solved by the lower level.

o Advice of urgent actions for the top level.

The lower level is responsible for real data acquisition. their preprocesiug and interpretation
with respect to built-in models. It solves also tasks formnlated a. the top level. The top Jevel
builds on-line models using previously prepared prototype models by setting the parameters.
[t also provides explanation and high-level coordination of subsasks solved by the lower level.

The presented scheme of intelligent decision system supports distributed computing of the
subtasks (Sitverman 19871, The supervisors designed within the approaches (Ramadge and
\Wonham 1937, Kozak 1991b. 1991d} are uiilized to neet hard real--time constraints { Kozak
1991c).

The modelling of discrete even: systems within approaches 1 Ramadge and ° am 1Y
Kozak 1991h) results in finite graphs and mappings describing delavs. hidde: iterna;
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