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ABSTRACT: The article deals with the problems of knowledge acquisition, structorization and repr ion in
the decision support system directed to the dynamically changing environment. The approach of representing
static and dynamic aspects of the enterprise system and reflecting them on the deep knowledge representation
level, uniting with different decision making mechanisms provided by different specialist-experts, is proposed.
The results of modelling are demonstraved by the examples developed during the designing stages of the object
ecological evaluation system.
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1.introduction

Our universe of discourse is concerned with decision making which is aimed at the ecological evaluation of
objects {indusirial, agricultural and the like) that contaminate territorial waiers and air. The decision making is
aimed at the permission for further cxploitation or building new objects, that pollute or can potentially
contaminate surroundings, 2nd is related with the problems of estirpation of a general ecological sitvation in the
given region, all indices of poliution provided in the project, risk factors rclaicd with the preservation of links,
that have biological significance dependent on time. Decision making is performed coasidering a lot of various
factors, evaluating the monitoring data, coraparing reports and real situation, etc. .

The questions of analysis and uniting of different decision making mechanisms,provided by various specialists,
into the common model of the same DSS have a direct relation with the problems of choosing and applying the
means 10 kpowledge acquisition, structurization, representation and formalization of reasoning . The orientation
towards model-based rule learning approaches of knowledge acquisition is caused by the qualitative and decp
representation of knowledge provided by a semantic modct allows to represent the domain specificity more
expressively and to choose the main, firstly used principles and rules. This deductive approach bypasses an ordinary
and rauitiple modelling which is used to obtain the rules from the cxamples. It also enables us to deduce the
mechanism of operative decision making mere efficiently.

The existence of polysemantic knowledge requires the use of severat methods for knowledge representation in the
samc system. It is possible to detect the knowledge formed by the contexiual domain investigution mades. This is
the tevel of conceptual representation of cotities, processes, situations by concepls {basic elemenls) of tae domain.
The problem of specification of statical and dynamical aspects has arisen and jt has been discussed by many authors
during the recent decade. The aciual contribution 1 modelling ofst  al and dypamical aspecis of information and
¢ proposing conceptual schemes was made by Brodie and Sitva. (1v82), Casanova <t al.(1983), Rolland (1984).
Bussolati et al.(19¢™" Modelling is considered to be a complex and imporiant process especially in the first
phases of the syster. _velopment il we orient towards modelling support iocls as it is presented by Wijers et al.
(1991). Information modelling is that part of the requirements enginecring which has to deal with inleraction. -
incompleteness and heuristic, eic.

Another Jevel is the representation of expert empirical knowledge provided by the practical expericnce and the
acdons of leading specialists of the domain. At the stage of creating a model of decision making processcs there arise
the questions of rule control and connection of the output mechanism with temporal atiributes. The probiem of
rule specification lies in the fact that the behavior models of the person making a decision are not compietc, the
context rules are specific, somctimes contradictory. The rule confroi is simpliied when the knowledge units in
separate rules are arranged into the larger and more generalized ones. If the manipulation with larger spaces of
search and application of several lines of reasoning are taken into accounl, thena (he number of causal rules using
the abstract spaces of scarch in respect of general knowledge increases. The representation of rules and their
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dynamic couotrol is based on the extension of Petri nets, called evaluation nets (E-nets) desc—h<d by Noe and
(1973). The E-net notation is extend >y some *#mporal parameters by Dzemydiené (1986,  8), Dz.e}'n ne ana
Baskas (1990) is used 10 represent the uynamicsy .r  :ctto«  icit temporal aspects of the enierprise system at
differcat levels of representation. The temporal kno....Jge repres  ition aspects are of primary inte  in the
DSS context when the problems of retrospective an  is and prognosis are considered. A vari ol __mporal
representation approaches for specifying events in w. DSS context are proposed such as histoinal models
Clifford and Warren (1983), Ariav (1986); date line models by Kahn and Gorry (1977), Gustafsson et al. (19
Gadia et al. (1988); the models represented as before/after chains by Kahn and Gorry (1977), Hennessy et al.
(1985); interval based models by Allen (1983), De et al. (1987). Itis not easy to efficiently represent the 1emporal
knowledge by using a single representation scheme but we sought to suggest the notation allowing to represent
ditferent aspects of temporai knowledge by using common formalisation means.

2. Extension of the E-net notation to represent the dynamics with explicit temporal aspects.

An E-net as represented by Noe and Nut (1973) is a connected set of locations over the set of allowable uan_sition
schema, and the net is denoted as the following four-tuple E=(L.BR,A). We consider the net as the relation of
(E.Mo.g.QY), where L is a finite, nonempty set of locations {b;}; P is the set of peripheral locations {p’,; Pit wl)ere
{pj} are input peripheral locations and {p- j} are output peripheral locations; R is the set of resolution locations
{rir"i}; Ais the finite, nonempty set of transition declarations {a; }; Mp is the initial marking of the neL;E,:s 'lhe
sct of loken parameters; Q is the set of mansition procedures {q’; },¥ is the set of procedures of raolut_non
locations §(r')#(r"i )}. An E-net transition was denoted by Noe and Nutt ( 1973) as aj=(5,1(ai),qi), where s is a
transition schema, t(ai) is transition time and g; is a transition procedurc. To represent temporal aspecis, a
transition description is extended as follows:

ap =(LLNre% U 0@, Jit Qi 8% 1,487 he(Ps, 1), stik, -

where i is an index of transition, L is the set of input locations {b’j } of the transition, where j=1n ,n is the
number of input locations, L™ is the set of output locations {b”j} of the transition, where j=1,m, m is the numper
of output locations; L,LU'6L; r'i is the location of complex conditions for input of the transition (ie. resolution
location); r”; is the resolution location for output of the transition; Up (i) is the pianned moment of rransition ﬁm_lg,
Up (1)«T*, where T*=T U {t*}, Tis an absolute time scale, {t*} are time moments determined approximately (i.e.
not fixed beforehand); ¢ (i) is the factual moment of transition firing ; 1(a;) is the duration of the transition work;
1 is periodical transition time; q#Q is a procedure , which realizes a reflection of M X&' XL X" XT*XR to "
according to the rules of transition work and determines the tokens m«M flow with parameters {€° } from input
locations {bj} to output locations, taking into account the functions of resolution proceduresf(s’), ¥(f™i) at the
actual time moment ¢'r. Vg at the current time moment is equated to real time moment from the absolute time
scale Le€L sti is the specification of temporal relationships of the transition with other marked time moments.

A general view of the transition schema is shown in picture 2.1.
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Pic.2.1. A general view of the extended E-net transition schema.



3. The knowledge acquisition and structurization for the representation in the DSS.

Three levels of representation: deep knowledge, analyzed enterprise system behavior and decision making
processes are distinguished in this system. The system is devoted to the specialists of ecology to evaluate!  activities
of objects related with pollution.

A semantic submodel of siatic components is constructed by using three types of abstractions between the chosen
entities (aggregation, generalization and transformation) described by Kangassalo (1983,1984) . This is the scheme
of ;workspace ' the working memory. The necessary information involved in the submodel for the soiling level
evaluation is we following: the usage of materials and natural resources in the process of production of the
object, throwing out of harmful materials into the air, throwing out of harmful materials into the territorial waters,
utilization of waste materials from the production process and from the purification equipment. This information is
related with the territorial dependence that embraces the knowledge related with the object location, the
territory preservation criterion (which evaluates the territory as a reserve, the zone of rest, a settiement, eic.), the
data of cadastre of the natural resources used, the daia on the soiling background. The temporal attributes
(planned and real data) are introduced for every component related with the objects.

The information units, the analysis of which as well as the results of the analysis have the main significance in
choosing the decision, are reflected there, e.g., the information on the use of chemical materials or a totality of tasks
to ensure the production . One of the questions arising in the design is semantjcal evaluation of the information
sufficient to ground different conclusions. Another question is the selection of the forms of information
representation and of the order of conclusions for different groups of specialists.

At the stage of deep knowledge representation we construct a dynamical submodel of the behavior not for the
entire enterprise system but only for the chosen information units which are semantically sufficient for the analysis.

Harmfui materials, their usage and distribution during the production process are chosen information units the
dynamics of which must be analyzed for basic conclusions on the degree of the object contamination. The dynamic
submodel is designed by using E-nets at various levels of representation. The E-net of the distribution of harmful
materials in the object is shown in pic. 3.1. '

Pic. 3.1. The E-net of the distribution of harmful materials in the object.




The semantics of the locations:

P1,.-,Pu -raw materials/suff from the suppliers;

b1,....by - raw materialsStuff;

2,2+ - raw materialsStuff staying;

ba,...b3+n, Ps...bs+g, D6-..D6+q, b7...b7+n - defective materials;

b4,...bs+n - defective materials directly getting into produvction;

P2e—.p2+n - harmful materials;

P3-..p3+0 - defective materials returned to suppliers;

P4y... P4+ - reused wastes;

PSs-PS+n - finishedsemifinished products;

b4,.,.b4 40 - raw materials directly geuting into production;

b7...b74n - defective materials directly getting into production;

b3,....Dg+n - raw materials/stuff staying in the storehouses/open;

b9,....bo+n - raw materiais/Stoff from storehouses getting into production;

b1¢,....bto+n - processing defective materials getting into production;

bi1,..,b11 41 - finished/semifinished product:

D12,—,012+0 , Pér—Pé+n - harmful muterials in the air;

b13,...b13+0, P7--P7+u - harmful materials in the water;

b14...,D14 41, P8,...,p8+n - Wasles;

The semantic description of the transitions is the following:

ay receiving and registering in the supply department of the object;

a2 distribution of raw materials:

a3 distribution of defecuve materials;

a4 staying of raw materials in the storehouses/open;

as  evaporation/spilling/washing away,

ag processing of defective materials;

a7 the production-technological processes;

ag the raw materials usage for products;

ag throwing out of harmfu} materials into the air

ajo throwing out of harmful materials into the water;

aji forming wastes;

Another level of detailing is the decomposition of the transitions a9,a10411. The decomposition of transition
a11 (the processes of distribution of harmful materials into the water) is shown in pic. 3.2

The semantics of the locations:

P8...p8+n - Waste materials from 1he primary sewage purification plant;

P9s.-.P9+n - Waste materials from the common sewage purification plant;

P10...P10+n - materials getting into open reservoirs, which are not detained in urban sewerage system;

Pil.-P11+n - materials getling into open reservoirs, if there is no the rain water assembling system;

Pi12..p12+n - utilized wastes;

P13,.Pi3+n - Materials geiting into open reservoirs, which are not detained in the sewerage systern of the object;

P14,.Pla+n - materials getiing into external reservoirs from the ieakage pipes of the object;

b22,..b22+n - rain water assembling .

The semantic description of the wansitions is the following:

ajo geuing of the harmful materials with sewage into the sewerage system;

a12 the urban sewerage system;
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a13 washing out by rain water;

a14 the leakage pipes of sewage;

a15 a common sewage purification equipment of the urban sewerage system;
ai¢ detaining/settling in the primary sewage purification equipment;

a7 a primary sewage purification equipment;

aig, a19 utilization of wastes;

Qe

Pic. 3.2. The processes of distribution of harmful materials with sewage.
4. Representation of decision making processes using extended E-nets.

The purpose of this section is to show the possibility of applying the E-net formalism in creation and dynamical
control of the rules.

The rules will be interpreted there by the set of transitions A=(a1,2,..2n) of E-net. The locations
L=(b1,b2,..,bm) will correspond to the conditions (facts), so that the condition of applicability of each rule from A
consists of simultaneous accomplishment a certain totality (bi1 ,....bis) of conditions. Each condition from the given
totality may be a compound vector bik i.e., may consist of the set of elementary conditions:

bik =(bik Ei)bik E2),-bik Eu))-

The rules described by the formalism take the form of production aj IF <situation> THEN<action of
preduction> OR<situation>, where the situation is determined by various combinations of accomplishment facts .
of elementary conditions. The fact of condition M(b'ix (£))=1 means that the token is in the location bik.
Inference of the state M(bix )=1 is the evidence of the statement: B=M(bix (£ ji))AM(Vik (£ 2)A ... AM(bik

(&jn))=1. The transition having a resolution Iocation r’j atlows 10 describe the situation in the following way:
M('i1)V..VM(b’is ) or to apply various combinations of conjunc tions and disjunctions between M(b'ik)- The action
of production may be determined either by the combination of the facts of condition accomplishment, having some
significance for a certain production or the final inference. The net allows to represent various procedures of
forming up the rule sequences, that may include consecutive, recurrent, parallel or mixed inferences. Each rule in
an inference sequence establishes a new fact. The established collection of facts at a certain moment of inference
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may be considered as the state of DSS and the productions may be considered as the operators changing this state.
The state under consideration may be defined by the vecior:

M =( Mi (B5)M; (Bj+ 1) Mi (B4N)  —(8.1),

where N is the rumber of positions belonging to a certain fragment of the net. Each of Mi (bj+s) may be equal to
1, if the fact is determined at a given time moment 4 (i.e. the token is placed in the position bj+s), or equal 10 0,
otherwise (Le. there is no token in the position bj+s).

The whole inference process may be described as the evolution of the dynamic system:

Mist =20 M e 4.2), .

where M; is the state before the moment t;, a¢i is the production applied at the moment ti, Mi+1 is_ the state
after the production application. Assume that the system may remain constant in a certain time interval with regard
to the facts being inferred. Thus, it is possible to mark ali states M; 1 < M; which were inferred before the moment
ti. These states may be named as logical consequences of the state M;.

The system (4.2) is controlled regarding the time because the produ  n may be chosen from the set A at an
appropriate time moment. The terminat or objective set of states will be ...crpreted by the set of output (terminal
or peripheral) focations {p”j} P. From the point of view of dynamic description (4.2), the-purpose of inference will be
achieved if M(p”jy=1.

The possibility of dividing resolution locations into input and output of the transition allowed to unite the
situation of choosing the locations for input as well as for output of the same transition. The procedures of
resolution location {¢(r’j)} for the input of transitions ~ows 1o specify the transition firing dependence on the
combination of factors of previous transitions accomplic .....eat, the combination of concrete parameters of tokens
meaning, as well as the combination of the meanings of external conditions. The procedures of resolution location
{#(r")} for the output of transition allows to specify the combination of a choice of transition completion of tokens
transfering into output locations, the combination of choice and/or determinauon of the dependence of output
artributes {£'} on input attributes and/or the meanings external tokens { p’€i)} P parameters.

The temporal parameter t'p (i)T* allows to control the net not only automatically but also according 10 the
planned terms. The iemporal parameter 't (i)eT allows to fix the factual moments of transition firing which are
directly related with the evaluation of the events described by the given net fragment with respect to time. The
abstract conception of specification of temporal relationships-allows concretly evaluate of the event described by the
given transition regarding other marked time moments. It will allow to formalize the aspects of a decision making
mechanism when it is necessary to determine the sitsations on accomplishment of events (tasks, operations, etc.).

5. Conciusions.

The possibility of the E-nets to represent consecutive, recurrent, parallel processes and to model them in time
allows to formatize all possible decisions which are determined by concrete conditions at the real time point . cific
Further actions, operations, etc., are specified when a concrete decision is made. By extending the set of macro
transitions, introducing different levels of detailing and by using complex procedures of resolution locations it is
possible to formalize complex domain behavior processes as well as the representation of these processes in the
information system and knowledge base without making the scheme cumbersome. Some temporal parameters
introduced in E-net notation allow 10 control the net not only automatically but also according to the planned terms
and 1o fix the actual moments of transition firing.

The organizational principles of knowledge are supported in the semantic submodel of statical aspects.
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