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1. Introduction 

Magnetic Resonance Imaging (MRI) is a medical imaging technique widely used for visualization of 
internal body structures. The popularity of this method grows every year, because of its non-harmfulness,     
as opposed to Computed Tomography (CT). Usage of advanced computer science techniques including 
Machine Learning and Active Appearance Model gives an opportunity of automatic image interpretation. 
Presented solution was developed by specialists form Poznan University of Technology in cooperation with 
University of Medical Sciences and Rehasport Clinic and can be an answer for increasing needs for 
visualization in medicine. 
 

2. Materials and Methods 

Presented method is based on Machining Learning (ML) [1] and Active Appearance Model (AAM) [2] 
techniques. For the research purposes almost 50 MRI examinations were used. The data was provided by 
Rehasport Clinic.  At the beginning DICOM images are read. Due to low quality of the images (low 
resolution, intensity inhomogeneity and high noise) the initial filtration algorithm is introduced. 

 Afterwards, to extract each vertebra from the images, Machine Learning technique based on Cascade 
of Boosted Classifiers [3] and extended set of Haar-like features is used. The process consists of  two major 
stages: training the classifier and vertebrae localization. 

In the next stage the tissue segmentation is performed. The process uses the Active Appearance Model 
(AAM) technique that combines Statistical Shape Model with gray-level Appearance Model. The method 
focuses on recognizing predefined characteristic features from vertebrae images. The detected features are 
afterwards used for defining the tissue boundaries. 

 

3. Results 

The method was tested on a set of 50 previously unseen vertebrae images. The spine tissue was 
manually segmented by experts and compared with Machine Learning Results.  For the numerical evaluation 
three measures were used [4]: True Positive Fraction (TPF), False Negative Fraction (FNF) and False 
Fraction (FF). False Fraction (FF) is the most important measure as it combines information both about over- 
and under-segmentation. The table (see Table 1) presents segmentation results obtained by experts and  
introduced segmentation method. The difference between the average FF value for experts (91.32%) and 
presented method (90.19%) is less than 2%. 

4. Conclusions 

Statistical analysis of obtained segmentation results confirmed a good segmentation performance and 
possible application for spine elements extraction, however the procedure for full automation needs further 
work related to implementation of additional algorithms including, but not limited to, exchange of 
information between different stages and initialization of characteristic features localization. 

In the future automatic segmentation could be used for creation of discrete (Figure 1) and  continuous 
(Figure 2)  3D spine models, allowing better understanding of the pathology by the physicians and patients. 
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  TPF FNF FF 𝜎𝑇𝑃𝐹 𝜎𝐹𝑁𝐹 𝜎𝐹𝐹 
Computer segmentation 92.28±0.95 7.72±0.95 90.19±1.01 3.42 3.42 3.64 
Expert segmentation #1 96.17±0.92 3.83±0.92 91.67±1.27 3.32 3.32 4.58 
Expert segmentation #2 95.13±0.83 4.87±0.83 92.11±1.00 2.98 2.98 3.60 
Expert segmentation #3 97.74±0.43 2.26±0.43 91.09±1.33 1.56 1.56 4.78 
Expert segmentation #4 97.56±0.37 2.44±0.37 91.49±1.47 1.33 1.33 5.32 
Expert segmentation #5 92.46±1.33 7.54±1.33 90.22±1.31 4.81 4.81 4.74 

Table 1: Comparison (percentage) of True Positive Fraction, False Negative Fraction and False Fraction for 
data segmented using presented method and manually segmented by experts (significance level α=0.05). To 
achieve reliable results a mean value obtained from 100 procedure passes with 25 algorithm iterations each is 
presented. 𝜎TPF – standard deviation for True Positive Fraction, 𝜎FNF  - standard deviation for False 
Negative Fraction, 𝜎FF  - standard deviation for False Fraction. 

 
 

 

Figure 1. Discrete STL 3D model created manually from characteristic features. The pathology of vertebrae 
and intervertebral disc is clearly visible. 

 

 

Figure 2. Continuous NURBS model created manually from characteristic features, easily convertible to 
Finite Element mesh. The pathology of vertebrae and intervertebral disc is clearly visible. 
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