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Abstract

Recently, the nlore and more data are available, as e.g. time series data. Therefore

there is a need for algorithms, that could process those data. Many methods for

time series segmentation were proposed. In this paper we give our interest only to

on-line algorithms for piecewise linear approximation of the series. Those methods

are often used, they are simple, fast and intuitively appealing.
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1 Introduction

A time series is a sequence of data points, measured typically at successive times, spaced

at (often uniform) time intervals. There are two basie types of time series data: (1)

continuous, where we have an observation at every instant of time, e.g. He detectors,

electrocardiograms, and (2) discrete, where we have an observation at (usually regularly)



spaced intervals. Time series data are often encountered in many fields such as: finance

- weekly share prices, monthly profits, etc. [5], [6), [23]; medicine - e.g EeG or others [9),

[18], [19]; meteorology - daily rainfall, wind speed, temperaturę [10], [17]; hydrology

- river floods, etc. [15] sociology - crime figures (number of arrests, etc) , employment

figures [8], [11], and others. Therefore time series is an important class of temporal data.

The analysis of time series data involves different elements, notably (cf. Batyrshin

and Sheremetov [2], [3]):

1. segmentation, Le. splitting a time series into a number of meaningful or relevant seg­

ments, and exemplified by include approximating lines, perceptual patterns, words,

etc.,

2. clustermg, Le. finding some natural groupings of time series or time series patterns,

3. classification, Le. assigning given time series or time series patterns to one of more

predefined classes,

4. indexing to secure an efficient execution of some queries,

5. summarization, Le. providing a short description of a time series to capture its

essential features of interest,

6. anomaly detection, Le. finding some surprising, unexpected patterns,

7. motif discovery, Le. finding frequently occurring patterns,

8. forecasting, Le. finding possible future values,

9. discovery of association rules, Le. finding rules relating patterns in time series that

occur frequently in the same or close time periods.
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In the time series data, what is usually interesting, is not the exact value at a certain

time point, but a relation between the values, or a pattern. Such time series data may be

very long, and if they need to be stored, they may take a lot of space [20].

Naturally, the first step in the analysis of time series data is segmentation, or the

identification of the consecutive parts of the sequence of data within which the data

exhibit some unifonnity as to their behavior equated with the variability of values.

Piecewise linear approximation methods are one of the most frequency used, as they

are simple and intuitively appealing. Those algorithms present the time series data as

a set of straight pieces that fit best to the covered data points. We can divide those

methods into the following groups: (1) on-line sliding window algorithms, (2) top-down

algorithms, (3) bottom-up algorithms, and (4) segmentation via a genetic algorithm.

In this paper we will focus only on the on-line algorithms for piecewise linear segmen­

tation, its modifications and applications. We will present three methods of construcitng

the segment and try to compare them,

tn time series segmentation we should find a compromise between the error value

(goodness of fit) and the number of segments. If we have many segments, then the error

is srnall, and the segments well approximate the data points. But then, the short-term

behavior predominates and this might be caused just by noise. However if we have a

few segments, we concentrate on Ionger-term behavior; therefore we might reduce the

impact of noise. On the other hand, from the point of applicability of analytic methods

for analysis of entire time series, small number of segments can make the use of those

methods questionable.
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2 Generał Framework

The on-line algorithms determine the segments while the data points are collected, based

only on the past observations and not on all available data points. In general those

algorithms work by checking if it is possible to add the newly observed point to the

currently constructed segment, and if yes, then the segment is eIongated. However, when

it is not possible, e.g. because of exceeding the threshold value of accepted error, c, then

the currently constructed segment is terminated and this newly observed point creates a

new segment.

The on-line algorithms are based mainlyon sliding a window, therefore they are called

sometimes the sliding window algorithms [14]. The on-line algorithms are attractive,

because they are simple, intuitively appealing and quite fast.

To present details of the algorithm, let us first introduce the following notation:

p_O a point starting the current segment,

p_1 - the last point checked in the current segment,

p_2 - the next point to be checked,

s _1 - representation of the current segment (covering points from p_O to P_1) ,

s_2 - representation of the newly created segment (covering points from p_O to p_2),

function read_point () reads a next point of data series,

function f ind_segment (p_O, p_2) finds the representation of the segment starting at

the point p_O and ending at the point p_2,

function termination_criteria_fullfield() checked if the new segment s_2 is well

defined, e.g. the error is small enough,

function save_found_segment () saves the obtain segment, so no further changes are

possible.
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The pseudocode of the procedure that segments the time series is depicted on Fig. 1.

read_pointCp_O);

read_point(p_1);

while(1)

{

p_2 = p_1;

s 1 find_segmentCp_O,p_2);

s 2 s_1;

do

{

p_1 p_2;

s 1 s_2;

read_point(p_2);

s_2 = find_segmentCp_O,p_2);

} while (termination_criteria_fullfield()= true);

save_found_segment();

p_O = p_1;

p_1 = p_2;

}

Figure 1: General framework of the on-line algorithm for the piecewise linear time series

segmentation

This framework is quite general and it does not determine the essential details, e.g.

how to construct the segments,

3 Modifications and Applications

In this section we present three methods how to construct the segments, as well as their

modifications and applications.

5



3.1 Algorithm Based on. Linear Interpolation

Sklansky and Gonzalez [22] proposed that a segment link two points: the first and the

last covered by the segment. That is the segment is defined as:

(Ylast - Yjirst)X - (Xlast - Xjirst)Y + YjirstXlast - YlastXjirst = 0,

where (Xjirst, Yjirst) is the first point belonging to the segment and (Xlast, Ylast) is the last

point belonging to the segment. A new point can be added to the segment, only when

the distance (might be vertical but not necessary) of each previous point belonging to

this segment is smaller than some user-defined threshold value, c. That is, for every point

(Xi, Yi) belonging to the segment

I(Ylast - Y jirst)Xi - (Xlast - X jirst)Yi + y jirstXlast - Ylast X jirst I < c

V(Ylast - Yjirst)2 + (Xlast - Xjirst)2

The idea of this algorithm is presented on the Figure 2:

y Pa •

x

y

-------!----
x

Figure 2: An illustration of the algorithm by Sklansky and Gonzalez

3.2 Algorithm Based on the Intersection of Cones

In Kacprzyk, Wilbik, Zadrożny [13] there is proposed a different method of constructing

segments. The algorithm constructs the intersection of cones starting from point Pi of
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the time series and including a circle of radius c around the subsequent data points Pi+j,

j = 1,2, ... , until the intersection of all cones starting at Pi (indicated by the dark grey

area on Fig. 3) is empty. If for Pi+k the intersection is empty, then vve construct a new

cone starting at Pi+k-l' Figure 3 presents the idea of the algorithm. The family of possible

solutions is indicated as a gray area.

y y

x x

Figure 3: An illustration of the algorithm by Kacprzyk, Wilbik and Zadrożny

The bounding values of ('12, (32), correspond to the slopes of two lines that:

• are tangent to the circle of radius c around point P2 = (X2, Y2),

• start at point Po= (xo, Yo)

Thus

and

where ~x = Xo - X2 and ~Y = Yo - Y2·

(1)

(2)

The resulting linear s-approximation of a group of points p_O, ... ,p_i is either a

single line segment exemplified by a bisector of the cone, or a line segment that minimizes
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the distance (e.g., the sum of squared errors) from the approximated points, or the whole

family of possible solutions, Le. rays of the cone.

3.3 AIgorithm Based on Regression

Another possibility of defining the segments is to employ the simple linear regression.

Generally, this method chooses the straight line that minimizes the sum of the squares of

the errors of the fit (vertical distance between the line and the data point) [7].

The segment over n points (Xi, Yi), i = 1, ... , n may be represented as y = ax + b for

x .E< Xl; Xn >. The coefficent may be calculated as

and

b= LYi _a L Xi
n n

The brief idea of the algorithm is presented on Figure 4.
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Figure 4: An illustration of the algorithm employing simple linear regression

The segment is terminated, when after adding the next point to the segment, the sum

of the squares of the errors of the fit is bigger than a given threshold, c.
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While comparing those three algorithms, they differ mainly by the method construct­

ing the segments, We may prove that the algorithm based on the intersection of cones

extract no more segments (usually much less) than the one, that is based on linear inter­

polation.

The comparison of the two previous algorithms with the one employing the linear

regression is more difficult. A natural threshold value, e, for this algorithm is the sum

of the squares of the errors, that is the value minimized by the regression. This value

shouldn't be compared with the maximal distance between the point and the line that is

used in the previously discussed algorithms.

V\Te should also notice that in the method using the linear regression, the newly added

point is a high leverage point. (A high leverage point is an observation that i extreme in

the predictor space, Le. it takes on extremes values for the x-variable, without reference

to the y-variable. ) Therefore if the new point is quite far away from the previously

calculated line than it can be influential and therefore its presence in the segment may

alter the parameters of the regression (slope and the y- intercept) significantly.

In many cases, higher number of segment can give us much more insight into the be­

havior of time series data and can make it possible to apply mor e sophisticated analytical

methods,

There were proposed also other modifications and optimizations, e.g. [24] where was

proposed a method allowing not to test every data point. These algorithms are om­

nipresent in medical applications (eg. FAN, SAPA (Scan-Along Polygonal Approximation

technique), [1], [4], [9], [12], [16], [21]), where the online data processing is often required

for patient monitoring.

Unfortunately, those algorithms are not appropriate for all types of time series data.

They have relative best performance on noisy data, therefore they may be used for pro-
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cessing stock market data. Analysis of performance of such type of algorithms is shown

at Shatkay [20].

4 Concluding Remarks

The first step in the analysis of time series data is segmentation, ar the identification of

the consecutive parts of the sequence of data within which the data exhibit same uniform

behavior.

In this paper we have discussed the on-line piecewise linear approximation methods,

its modifications and applications.

The algorithms presented here differ mainly by the metbod of constructing the seg­

ments. The algorithm based on cones intersection extract no more segments (usually

much less) than the one, that is based on linear interpolation. The algorithm employing

regression is incomparable with the twa others, in respect to the number of segments for

a given threshold value. The application of the particular algorithm nad the threshold

value may be dependent from the users needs. The user should seek to find a compromise

between the error value (goodness of fit) and the number of segments. Smaller number

of segments usually means the bigger error, and contrary smaller error value result in

higher number of segments. Also.small number of segments can make the use of analytic

methods for analysis of entire time series questionable.

The on-line algorithms are often used due to its simplicity, and efficiency, however its

effectiveness still require some improvement. It has been proved, that those algorithms

can be applied in several real word applications.
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