





Modelling of distributed control for repetitive production flow

prototyping

Bozena Skolud’ and Zbigniew A. Banaszak’

'Department of Engineering Processes Automation and Integrated Marufacturing Systems,
Silesian University of Technology, 18a Konarskiego Str., 44-100 Gliwice, Poland, phone +48
322371601, faoc +48 322371624, e-mail: skolud@polsl. gliwice pl

? Laboratory of Knowledge and Artificial Intelligence, Systems Research Institute of Polish

Academy of Sciences, 75 Podwale, Str., 50-449 Wroclaw, Poland, +48 683282540, e-mail:

z.banaszak@iizp.uz.zgora.pl

Abstract. The scope of this paper is to present the distributed control modelling of multi-
assortment repetitive production. The paper focuses on production flow allocation both in the
steady-state and transient phases. The method aimed at dispatching rules designing, and
guaranteeing a deadlock-free and starvation-free system functioning while maximizing a rate
of system resources is proposed. The concept of the production constraint-based flow

coordination and the system’s performance evaluation are discussed in detail.



1. Introduction

The globalisation of economic activity and the diversification of customer demands have
significantly increased industrial competition. The decision making for a system
manufacturing a variety of products and changing their characteristics is one of the most
important and difficult tasks of a manager. The problem is observed mainly in companies
characterised by multi-task machinery, production planning based on the receipt of customer
order and the fact that both product lead time and price vital for customer satisfaction are
subjects of negotiation (Hendry, Kingsman 1989). The ability of quick validation of the
market demands and the corresponding reaction decides about the competitive advantage. The
manufacturer should take the decision about the order acceptance the moment the production
order is placed. Being competitive compels the organizational method of production flow,
and, first and foremost, the time at which the method is chosen and applied. The speed of
decision making in the area of production flow, and the creation of control procedures are of
crucial importance.

A number of analytical and computer simulation models dealing with the problem of
predicting and verifying system performance fail when addressing the issue of a whole system
performance evaluation, where.the performance depends on the synchronization of their
interactions. From the control perspective, it is more appropriate to define a specification of
some new desired behaviour, and to determine whether the specification can be met through a
set of controllable events (Hendry and Kingsman 1989, Kim e al 2001, Sihn ef a/ 2000).
Therefore, an appropriate tool supporting the decision making in the course of production
flow selection is necessary. Moreover, the considered computational complexity of tasks

motivates the search for more effective approaches.



This research summarises our previous work (Banaszak and Zaremba 2001, Skotud 2000,
Zaremba and Banaszak 1995, Zaremba ef a/ 1999, Skotud and Krenczyk 2001, Banaszak et al
2003) and presents a modelling framework providing constraints-based methodology for the
production flow management support. Moreover, the concept of distributed control based on
the dispatching rules allocation and the relevant reachability problem are discussed.

Consequently, the distributed control procedure and the computer supported production flows

management are presented.

2. Modelling of the production flow

Let us consider a model of multiple assortment manufacturing providing a framework for
couping with the problem of the production flows management, i.e. an examination of the
consistency between production order requirements (client’s demands) and enterprise capacity
(producer’s requirements). Thus, the model is composed of two parts (Skolud 2000):

- the model of the manufacturing system (the system at the producer’s requirements),

- the model of production order (the client’s demand).

Both models provide a framework enabling to analyse a set of conditions in the context of the

method aimed at production order prototyping for a small or medium enterprise.

Let us consider a manufacturing system as a triple S = ({M,, i= 1,..,m}, {P;, j = 1,..,n},
{CSju(, i=1,...m, k=1,...,m, j=1,...,n}), determining a set of machine tools, manufacturing,
and storage’s capacity, where:

M; - the i-th machine,

Pj — the j-th process already realised in the system,



CSJy —the buffer located between the i-th and the k-th machine for the j-th process (Cly. ~the

capacity of the buffer).

The production order represents the client’s demands, and is described by Pi= (Ij, tz;, My;, B;,
T’) where:

P;— the i-th manufacturing process,

I; - the production volume of the i-th manufacturing process,

tz; —the i-th process completion data (time),

Aj— the matrix of alternative routes of the i-th manufacturing process,

B;, — the batch size of the i-th manufacturing process,

T’— the period of a batch delivery.

The main problem to be addressed is stated in the following way: Given is a production order,
a set of machine tools and their availability within the presumed time horizon. Is it possible to
complete a given production order in the system characterised by the above constraints

imposed by manufacturing system S?

3, Production flow

The processes running in the system share machines and compete for an access to some
commonly shared resources. It is important to synchronise these processes in the system,
assuring the expected level of the system operation. The idea underlying the Optimal
Production Technology (OPT) (Goldratt and Cox 1987, Lepore and Cohen 1999) is to provide
the maximum number of bottlenecks in order to maximise machine utilisation and to enhance

the throughput. The consideration of the system quantity parameters makes sense under the



condition that the system can achieve its functionality by following the assumed qualitative
requirements. However, one should be aware that the obtained solution may not be the best
one, because it is very probable that the set of solutions obtained in this way does not contain

the optimal one.

From the dispatcher’s point of view it is important to ensure that the allocation of the
dispatching rules and the allocation of buffers and their capacities guarantee deadlock-free
and starvation-free realization of the processes already running in the systems as well as the

processes to be tntroduced later on.

3.1. Simultaneous processes allocation (steady-state)

A system of repetitive processes is treated as a distributed system composed of autonomous
and repetitive process flows that compete for access to the shared machine tools. A procedure

of distributed flow control consists of the dispatching rules assigned to the machines shared

by concurrently flowing processes.

The access of real-time processes to the shared machines may result in a conflict, which may
be solved by proper allocation of the buffers capacity and design of the dispatching (priority)

rules, handling the required synchronisation of the processes execution.

The dispatching rule o; controlling the access of the processes to the i-th shared machine is
the sequence: o; = (Pa;, Pay, ..., Paj, .., Pay) that determines the number of the processes
executed on the i-th machine (e.g. machine tool), where: Pa; ~ the-a;-th process, i€{1,2,...,m},

m — the number of machines, aje {1,...,n}, n — the number of processes. For illustration, let us



consider processes Py, P, and P; that compete for the access to machine M,. The dispatching
rule: o = (P1, Py, P3, P;) guarantees the access to the machine tool M, twice for process P,

once for process P3, and once for process P;.

As it was already mentioned above, the rhythmic character of the production flow is desired.
Repetitive production means that for every period T, the same sequence of operations is
repeated on a machine. Period T is determined by a sequence of operations qualified by the

dispatching rules.

The dispatching rules can be determined either from the master schedule, or deduced from a
computer-supported procedure. The relevant procedure consists of the following six steps:
Step.1. Assign each process once for each dispatching rule allocated to machines on the
process route,

Step 2. Check the balance condition.

The system balance is accomplished in the case when the following equations are satisfied for

the shared machine (Skolud 2000):

X1 D= L2z = .5 Yili) == Ymblim, 1,
A1 N2= Yalz2 = = KMz =...= Amlm,2,

X1 M= Yallz = = YD == Ymlen, 6]
A1 Npa™ Y220 = .= AiDjn =...F AmNm,n,

where:
xi— the repetitiveness of the dispatching rule allocated on the i-th machine,

n;;— the repetitiveness of the j-th process in the dispatching rule allocated on the i-th machine.



Step 3. Check the buffer capacity condition.

Simultaneously with condition (1) the condition of the buffers space allocation in the system
should be satisfied. It means that the capacity of buffer CS;x allocated between machines M;,
and My for the j-th process should satisfy the following condition (2):

Csji,k 2 N X, (2)

If conditions (step 2) and (step 3) hold, then the dispatching rules allocated to the machines
guarantee that a system composed of repetitive processes is in the cyclical steady-state, i.e., is
deadlock-free and starvation-free. In that context the conditions guaranteeing the transition
from the given steady-state to another one can be considered. Accordingly, if conditions (2)
and (3) hold, the next step of the procedure may be considered.

Step 4. Determine cycle time T (system repetitiveness).

Step 5. Check the sufficient condition of the due time order completion.

Step 6. If non process is executed in due time, enlarge the number of the processes occurrence
in the dispatching rules allocated to the machines shared by that process and go to step 3.

If conditions (corresponding to the steps 1-6) are satisfied or the disposal time searching is

over, then STOP.

However, it should be noted that the above-mentioned procedure relates only to the steady-
state behaviour of the system, i.e. to cases that are free of transient periods,

Additionally, the execution of the assigned dispatching rules depends on the starting
conditions specifying the necessity of the initial intermediate buffers occupation by the

elements at different production phases.



For the purpose of illustration, let us consider the system composed of 3 machines My, My,
Mj. The matrices (3) describe processes P,, P, and P;, waiting for realisation in the system.
Dispatching rules o1 = (Ps, Py), 02 = (P1, P2), 63 = (P2, P3) are allocated to machines M, My,

and M, respectively.
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Figure 1. Gantt’s chart of the production flow for the initial occupation of the buffers.

The first row of each matrix (3) describes the machine number (followed along the production
route), and the second row represents operations times.
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Let us assume that intermediate buffers are located between each pair of subsequent machines
along each production route. Consider a situation where elements are allocated to intermediate

buffers at different production phases. In this case, the system is synchronised according to its

bottleneck, i.e. machine tool M, see Figure 1.

3.2. Introduction of the process to the already functioning system (steady-state)

Let us assume that some processes are performed in the system while some of its capability

still remains free. In such case the first constraint that should be taken into account is the



system productivity. This raises the following question: Is there any batch production of the
processes waiting for execution that does not disturb the processes already running in the
system? This question is answered in two phases: through the batch sizing and buffers

capacity verification.

Batch sizing

Theorem 1. System S=({M; i=1,...,m.}, {P;, j=1,..n}, {CSju(, i=1,...m, k=1,...,m, j=1,...,n})
is given, where M, is the i-th machine and P; is the j-th process executed in the system, CS'y, is
the buffer located between the i-th and the k-th machine for the j-th process (Cly-buffers
capacity). The system is in the steady-state at time period T. The state of the system is
described by the list of elements V= {V), V,,...,Vi,..., V. }. Each element of the list is a vector
describing the occupancy of the i-th machine during period T. The vector is the following:
V= [vli, vzi, ey v‘i, e vTi]. Each element v} of vector V; corresponds to a time unit. The
values of the vector elements are:

0, if the machine is not occupied in the k-th time unit

=<
I

1, if the machine is occupied in the k-th time unit
Matrix Py describes the process of new production order Z,.;. So, each process waiting to
enter the system can be described by the relevant matrix: Pu+12 xr),
where:
R - the number of machines sharing the process,
1™ row of the matrix containing the number of machines (route of the process),
2" row of the matrix containing the time of the operations realized on a given machine.
If conditions (4) and (5) hold, we are dealing with the case of batch production that does not

disturb the processes already running in the system.
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ViePum) 3t efl,..,T} v'=0, @

Jte{l,..,T}, Vre (t, .., t+pys-1), wi=0, 5)

where:

(P,,+1)l — the number of machines (first row of matrix Pyv1),
vi ~ the t-th element of vector V;,

T - the cycle time,

Pa+1 —the matrix of process Zn+1,

(P..ﬂ)2 — the realization time (the second row of matrix P,1),
D2, the r-th element of (Pasy)™.

For the proof see (Skolud 2000).

Condition (3) of the theorem 1 assures that the machines required for the execution of process
P+ are not critical. It means that the machine is not used at some moments (during the period

T). The assumption of condition (4) guarantees that at least one-unit batch production can be

executed in the system.

Buffers allocation
What allocation of the buffers capacity makes it possible to realize a given production batch

for production order Z,+; toassure its due time completion?
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The elements executed in one cycle should wait for realization in the next period. Thus, the
buffers capacity should be bigger than the number of the elements in a given production

batch.

Theorem 2. System S=({M, i=1,..,m.}, {P;, j=1,..n}, {Cy, i=1,...m, k=1,...,m, j=1,....n}) is

given. If condition (5) holds, then the realization of production batch size K is acceptable.

Cly > 2*K)-1 ©)

where:

C'i - the capacity of the buffer allocated between the i-th and k-th machine for the j-th process

K — the batch size of the j-th process.

For the proof - see (Skolud,2000)

Condition (6) guarantees a smooth realisation of production batch K in the system, i.e., with
no influence on the production already realized in the system. If the realisation of two
operations takes place in the same period T, then the relevant buffer capacity allocated for this
process between two neighbouring machines is equal to K. If the operation of the j-th process
is processed during a certain period of time, and the second operation in the next period, then
the buffer with the capacity at least equal to 2*K/-1 assures a smooth production flow without

disturbances, see an illustrative example below.
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Illustrative example. Let us consider the process P, running on M; and M, with operation
times t;=1 and t,=4, respectively. The batch consists of p=3 workpieces. Figure 2 presents the
running processes and the capacity of the buffer required for the system to function without

disturbances.

buffter capacity 4 4
3 3 3
2| 2, 2
SE
fime
_—

Figure 2. The buffers capacity allocation in the system

4, Control procedure designing

Let us consider distributed control (Kim et a/ 2001), which means that machines must not

communicate with each other, and decisions are controlled locally by a machine operator.

The problem of the qualitative functioning of the system is discussed, when the system passes

between two arbitrary given steady-states (see Figure 3).















































