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ABSTRACT. The paper addresses the problem of reducing uncertainty in national greenhouse
gases inventories. We analyze the annual reports, containing data on GIIG emission, from
a given year and revisions of past data. These reports are provided by national centres for
reporting greenhouse gases inventorics according to the UNFCCC. Our goal is to investigate
how the uncertainty of inventory reports changes over the consecutive ycarly revisions. This
is done by proposing a parametric model that describes the structure of uncertainties in the
inventories. A procedure for estimating parameters is described and preliminary results of
[itting the model to the data from several EU countries are given.
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1. INTRODUCTION

According to the United Nations Framework Convention on Climate Change (UNFCCC), each
of the cosignatorics is obliged to provide annual data on greenhouse gas inventory. Independent
data on cmission of greecnhouse gases for various countries are also gatliered by the Carbon
Dioxide Information Analysis Center (CDIAC), in Oak Ridge, USA. In both cases, cach report
contains data from a given yecar and revisions of past data, whenever required. Data for previous
years are revised when more precise information is obtained. This means that revisions made
in different ycars use different knowledge, and hence uncertainties in different revisions are
incomparable.

The question therefore arises, whether it is possible to compare and organize data on GHG
emission, as well as modecl time evolution of inventory uncertainties, to get as much information
as possible. The point is to estimate the uncertainty in national emission inventories, taking into
account both the data revised in consecutive years' and possible correlations between inventorics
for neighbouring countries.

The article is a continuation of the considcrations carried out in [9|, wherc an attcmpt to
analyze, how the uncertainty of inventory reports changes over the consecutive yearly revisions,
was madc. At the same time it is a reference to the results of |2, although the latter work
presented an approach from a different point of view.

Our studies, carried out so far in [9], enabled better understanding of the nature of the data
and their interpretation in a way that allowed us to introduce an appropriate model. The
carlier approach in which we considered only the lincar relationship between the parameters of
the modcl adopted and the years when the data were revised, did not prove to be sufficiently
good. Also introducing the clements of nonlinearity, by using the square root did not help a
lot. However. the analysis conducted and our attempts to fit different parameters depending on
the year of revision, gave a clue to improve the model. It was necessary to use several stages of

1A preliminary methodology for this has already been proposed by Khrystyna Ilamal (Boychuk) in her IIASA
Interim Report [2].
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estimation, where the previous approach we used during the initial estimation. We also had to
reach for other tools, such as nonlincar regression or the AR model. In such a — revised form,
the model is presented in this report and applied to the data.

In Scction 2 we cxplain the way of interpreting the data and introduce a paramectric model,
that describes the structure of uncertainties in the inventories. Scetion 3 describes a method for
cstitnating parameters in this model. Section 4 contains the results of fitting the model to data
from the national inventory reports for several EU countrics. Summary and conclusions of the
study arc given in Section 5.

2. PRESENTATION OF TIHE IDEA

We analyze data from the national inventory reports. Let Ej; — denote the inventory data
for the country i, in thc year n revised in the year y, and let Y — denote the last year, when the
revision is made. For a given country 4 all the inventory data form a table, in which each row
contains consecutive revisions of the data for a given year (sec Table 1).

EY Er. BN 0 EY 0 ... 0

Y Y. yi Y
m—1 i+ 1 7] y+1 Y
Y E';L’,i EY,:‘ e EY,i EY,i e EY,i

TABLE 1. Indexing the data.

We usc the fact that, cach revision data, for a given country, forms a rcalization of a stochastic
process. These stochastic processes for a fixed country are different, but related (sce Figure 1).
They form a bunch of stochastic processes.
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FIGURE 1. Revisions of the data for Austria, made in 1999-2005; data fromn
National Inventory Reports.

For a given country ¢, we model any revision data to be composed of the “real” emission, which
we call the “deterministic” fraction and a “stochastic¢” fraction, rclated to our lack of knowledge
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and imprecision of observation of the rcal emission. We assume that the uncertainty is related
to the stochastic part of the model. For simplicity assume that we work on absolute errors, i.c.
that the stochastic part is cxpressed in the units of weight. Following the notation from [2], we
can write
By, =D%; + 5y, S%; ~ N(0,0v;),

where E — stands for the emission inventory, D — for its deterministic fraction, S — for the
stochastic fraction, and n — is the year, for which the revised data were recalculated.

Now, the data revised in the year ¥ < Y arc modeled as having the samc deterministic
fraction. Thus they follow the same type of decomposition

E‘;z D;-L’t + S;ﬂ with Slrll,l NN( y,uo'y,z)
where the means mj; and the standard deviations o); arc of the form
(1) my;=aY —y),  opi=ovit+tbif(Y —y), bL#0,

oY ;

and f is a given function, such that f(Y —y) > —=

The paramcters a; and b;, associated with the stochastic fraction S;‘z, can be estimated
from the data together with oy;. Parameter a; describes a shift in the accuracy of the inventory
gathering, and b; — a shift of the precision level. They both depend on the difference between the
revision year y and the most recent revision year Y, due to the learning. To find the deterministic
fraction DY;’ the smoothing splines can be uscd, as presented in [8]. This approach, when applied

to the most recently revised data FY ; will give not only the estimate of the deterministic fraction,

but also an cstimatc of the variance 17,2,1-.

The procedure for a given country 7, can be presented in the algorithmic way.
1. For the most recently revised inventory data Y calculate the smoothing spline Spy;
and cstimate the variance ay of the stochastic fraction S7 ;.
2. Subtract the spline data Spyz from all earlier revisions, calculatmg differences
= —Spy; y<Y

i = B
3. Estimate paramcters ¢; and b;, and hence also my17 and ”;i‘

3. ESTIMATORS OF THE MODEL PARAMETERS

In this scction, we present a method for cstimating paramcters a; and b; in (3), for a fixed

country. Fix 7 and Y, and consider differences v}‘ of the inventory data E,’}] i in the year n for
n=1,...,Nj, rcvised in the year y;, j = 1,...,J, and the smoothing spline Spy built on the
data from the year Y, o7 = E7. . — Spy,;. For some ycars the difference » does not exist, due to
lack of revised inventorics in this year. These years are skipped from the scquence of Nj data.

Assume that

(2) v;-‘~./\/(mj,17j), n=1,...,N;, j=1,...,J
where
(3) m; = a(Y — y;), i =oy —b(Y -y, b#£C.

Assume also that differcnces (2) are indcpcndent. Our goal is to estimate the unknown para-
meters a, b, ¢, and oy. Estimate for the variance 0')2/ is obtained when creating the smoothing
spline Spy. Other parameters we estimate in a three-step procedure.

3.1. Estimation of sequences «; and f3;. In the first step we assume that o; is an affine
function of Y — y;, that is we take ¢ = 0. Thus. for a fixed j, consider differences v} (2), taking

(1) m; =i (Y — 5,
(5) o5 =6y +8; (Y —u;), B #0,




where «;, [J; are paramcters, and &y is cstimated when building the smoothing spline Spy.. The
likclihood function L(p), wherc p = (a;, §;), has the form

1 N [v;‘ - mj] z

L(p) = WHH;I XD o

so0 its logarithm is given by
In L(p) = —N;In V27 — Njlno; — )ZZ mJ ,
5]

where Nj is the number of differences v. Taking into account equations (1)-(5), we obtain the
necessary optimality conditions of the form

JdlnL{p) — 7/_7 B
© Do (rTY + [1 —¥i))? "2_: 'u — oY yi)] =0,
Oln L(p) N (Y — ;) ,
7 _ e o,
(7 0B; oy +5; (Y —y;)  (ov + ﬁ y yJ))d Z a;(Y JJ)]
From equation (6) we have the cstimator of o
1 i
8 Aim o ’Un,
© TON;(Y - ) "2:‘: 7

©

Ni on

where 7; = N n=1 V5

Now, take a lock at the estimator of the model parameters covariance matrix. Under mild
asswmptions the maximum likelihood paramcter estimators are asymptotically normal and un-
biased, with the asymptotic covariance matrix
E{azlnL(p)]*l

apap”

where now p7 = [& 3 [?_7] is the vector of the maximum likelihood parameter cstimators.

r=-

To find the estimator of the covariance matrix the Hessian matrix of the second derivatives
InLp) 9*Wni(p)

_wlp) | e ho
- JpT (')ZlnL(p) &#1n L(p)
ap p Ba;0P; 33?

has to be calculated. Its cntries arc given by

Fllp) (Y —y)?
da (oy + B:(Y —y3))¥’
8% 1n L(p) :82]1—1L(p) _ 20 —y; )Y — ) o (Y — 1
0f3;0cxj Bo;00; (oy +ﬁj(Y JJ)) Z:: g ( Yi))s

#*nL(p) (Y —y;)? Z 3] — (Y - yj))2
o2 “lov 1 5 — ;5 )2 = (oy +5;(Y —y;))?
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Now inserting the maximum likelihood estimators we get

8%1n L(p) o Y - yj)z
S N
FPmLp) #hnlp) 2AY — y;)? Moo
on0a;  omdp; _(NL, N5 nz::l(vj -1,
Pmlp) _ (Y-y)? S (1 B —)? ) _
O AT F om0 ~ )2

3
=N; (Y — ;) (1 - —N—_)
O NN

8%In L(p)
832
If it is positive, the Hessian matrix cannot be negative definite. Thus, the likelihood function

may possibly have more than one local maximum.

Observe that the clement may cither be positive or negative, depending on the data.

3.2. Estimation of parameters b and ¢. Having cstimated parameters 35, j = 1,...,.J, we
can estimate b and ¢, as the parameters of the regression function given by

(10) B =~-b(Y —y)° j=1,...,J, where b<O.

Since f3; > 0, j = 1,...,J, nonlincar model (10) can be converted into a linear onc in the
following way
Inf3; = In(=b) + cIn(Y — y;).
Putting
Fi=np, b:=In(-b), and, §5=1Iny;, j=1,...,J,
we get the lincar model
ﬁj =b+ cif;-

Paramcters b and ¢ can now be estimated using the Least Squares method.
3.3. Estimation of parameter a. Estimatcs of «; obtained in the first step show great volatil-
ity. To obtain smooth values the following third step is performed. Assume that the sequence
aj,7=1,...,J is a first order autoregressive process of the form

1 - ~
(11) @1 = zaj+ej, fal <1, @#0,
where
agyp =0,

and g; arc independent random variables such that €; ~ N(0, ).

Having obtained estimnates of parameters oy, j = 1,...,.J, we can estimate the parameter @
in the above AR model by the Least Squares method. Estimator of a then becomes

a =

EHE

@




3.4. The algorithm. The estimation method deseribed in Sections 3.1, 3.2 and 3.3 allows us to

calculate m; and 0j, j = 1,...,J in the model (2)-(3). It involves first conducting a preliminary

cstimation, in which we obtain sequences @; and fj3;, and then using these sequences when

cstimating the parameters a, b, and ¢. This two-step procedure can be given in algorithmic way.

For a fixed country 4, the algorithm can be stated as follows.

Step 1. Estimate parameters oj and 35, j = 1,...,J in the model (5), using Maximumn Likelihood
estimators (8) and (9).

Step 2. Estimatc parameter a in the AR model (11), using 43, j =1,...,J, obtained in Step 1.

Step 3. Estimate parameters b and ¢ in the regression model (10), using ﬁj, j=1,...,J, obtaincd
in Step 1.

4. PRELIMINARY ESTIMATION FOR SEVERAL EU COUNTRIES

In this section we analyze data from the National Inventory Reports (NIR)2 for a few EU
countrics: Austria, Belgiuin, Denmark, Finland, United Kingdozn, Ircland, and Sweden.

4.1. NIR data for Austria. The data refers to COz emissions in the years 1990 — 2005, and
recalculations (revisions), performed every year, from 1999 to 2005.

We start with building a smoothing spline Spy- for the most recently revised data — from the
year Y = 2005 (Figure 2).
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FIGURE 2. Smoothing spline Spy for Y = 2005, Austria, 5y = 2065.5

Then we calculate the differences 'u;-‘, between the constructed spline Spy, and consecutive
revisions of the data, carried out in 1999 - 2004. The results arc shown in Figure 3.

2According to United Nations Framework Convention on Climate Change (UNFCCC), cach of the countrics
which have signed the Convention, is obliged to provide annually data on greenhouse gas inventorics.
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FIGURE 3. Differences v}, 1999-2004, Austria

We proceed according to the algorithm described in Section 3.4. First we estimate parameters
rjand B35, 5 =1,...,J, in the model (5), using formulas (8) and (9). The values estimated arc
depicted in Figure 4 and in Tablc 2.

7 l 1999 2000 2001 2002 2003 2004 mean | std J
aj; | 36.25 -2.72 | 260.81 | 402.24 | 330.49 -3.21 170.6 | 182.0
B; | -149.16 | -190.50 | -262.85 | -335.42 | -582.58 | -1094.44 | -435.8 | 357.1
TABLE 2. Fstimates of parameters ; and 3; in the model (5); Austria.
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FIGURE 4. Estimates of parameters a; and g; in the model (5), Austria.

Then we use 3;, j = 1,...,J, to cstimate paramcters b and ¢ of the model (3). Fitting the
regression function (10) gives b = 1158.6 and & — —1.11, where R2 = 0.994, which indicates a
good fit. Finally, we use &5, j = 1,...,J and estimate parameter @ in the AR model (11). We
get 4 = 0.696, so @ = 1.44.




Now, it remains only to calculate the values of m; and o;. The results obtained arc presented
in Figure 5 and Tables 3a — 3b.

[, 1999 [ 2000 [ 2001 | 2002 [ 2003 | 2001 paramcters
m; 8.62 7.18 5.71 4.31 2.87 1.41 a=1.44
o; 1119.33 | 1099.62 | 1074.95 | 1042.20 | 994.20 | 906.87 | b = 1158.6, ¢ = —1.11
TABLE 3a. Estimates of m; and o}, model (3), Austria
E’&rametcr Estimate Model fit ]
a 1.44 o2 = 43669
[ 1158.6 | St.error=0.056, t-test: p-value 0.000000023, RZ = 0.99

c | -111

St.error = 0.045, t-test: p-value—0.0000152 |

TABLE 3b. Estimates of parameters a, b, and ¢, Austria.
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FIGURE 5. Estimated values of m; and o in the model (3), Austria.

The results show clear decline of the imprecision level of inventories (their standard deviation),
and at the same time, practically constant and close to 0 accuracy of the inventory gathering

(their mean valuc).

41.2. NIR data for several EU countrics. Now, we apply the same procedurce to the National
Inventory data for a few EU countries (Belgium, Denmark, Finland, Ircland, UK, and Sweden).

The results obtained are presented below, in figures and tables (Figures 6 — 23 and Tables da —

9b).




41.2.1. Belgium.
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FIGURE 6. Smoothing spline Spy for Y = 2005, Belgium, oy = 2400.12
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FIGURE 7. Estimates of parameters «; and f; in the model (5), Belgium.
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FIGURF 8. Estimates of m; and o; in the model (3), Belgium.




J 2000 2001 2002 2003 2004 mean std
aj | -388.04 | -480.5 | -258.48 | 338.06 | -52.45 -168.3 325.5
B3 | -29.54 | -50.41 | -93.19 | -230.59 | -104.29 -161.6 156.6

my; | 1009 | 8.07 6.05 4.04 202 Ja=202
| o5 | 2219.95 [ 2192.08 | 2149.68 [ 2074.86 | 1891.61 | b =508.52, &é = —1.64
TABLE 4a. Estimates of parameters in the model (3), Belgium

[Pa.rameter Estimate | Model fit
a 2.02 o2 = 115171
b 508.52 | St.error=0.240, t-test: p-value=0.000127, k% = 0.95
c —1.64 St.error = 0.216, t-test: p-value=0.004829

TABLE 4b. Estimatcs of parameters a, 4, and ¢, Belgium.

4.2.2. Denmark.
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FIGURE 9. Smoothing spline Spy. for Y = 2005, Denumnark, 5y = 4969.46
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FIGURE 10. Estimates of parameters «; and ; in the model (5), Denmark.
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