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Abstract 

We consider optima! control problems with initial-final state equal­
ity and inequality constraints and control inequality constraints given 
by smooth functions satisfying the hypothesis of linear independence 
of gradients of active control constraints. For such problems, we derive 
second-order sufficient conditions of a bounded strong minimum with 
quadratic growth of 'violation function' [3]. 

1 Pontryagin and bounded strong mm1ma. First 
order necessary conditions 

Consider the following optima! control problem on a fixed interval [O, Tj : 

y(t) = f(u(t),y(t)) for a.a. t E [O,T], 

u(t) E U, for a .a. t E [O, Tj, 

rp;(y(O), y(T)) ~ O, i= 1, ... , r1, 

rp;(y(O) ,y(T)) = O, i= r1 + 1, . . . ,r, 
J(w) := <Po(y(O),y(T))---> min, 

(1) 

(2) 

(3) 

(4) 

(5) 

where f : lRm x ]Rn ---> ]Rn and r/J; : ]Rn X ]Rn ---> JR, i = O, ... , r are twice con­
tinuously differentiable ( C2) mappings, U is a closed subset of lRm. Den o te 
by U := L 00 (0, T; lRm) and Y := W 1·1(0, T; lRn) the control and state space. 
We consider problem (1)-(5) in the space W := U x Y, and we refer to this 
problem as problem (P) . Define the norm of element w = ( u, y) E W by 

I/wł/w := llulloo + IIYlli,1 = ess sup 10,rJlu(t)I + ly(O)/ + J/ /y(t)I dt. Elements 
of W satisfying (1)-(4) are said to be feasible. The set of feasible points 
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is denoted by F(P). We shall use abbreviations y(O) = yo, y(T) = YT, 
(yo,Yr) = T/· 

It is well known that any control problem with a cost functional in the 
integral form J = ft F(u, y) dt can be represented in the end point form by 
introducing a new state variable z defined by the state equation ż = F(u, y), 
z(0) = O. This yields the cost functional J = z(T). The new variable z 
is called unessential component in the augmented problem. The generał 
definition of an unessential component[5] is as follows. The state variable 
Yi, i.e., the i-th component of the state vector y is called unessential if the 
function f does not dep end on y; and if the functions c/>j, j = O, l, . . . , r 
are affine in y;o := y;(O) and YiT := y;(T). Let '!!.. denote the vector of all 
essential components of the state vector y . 

Let us define two concepts of minimum. We say that w0 = ( u0 , y 0 ) E 
F(P) is a bounded strong minimum if J(w0 ) _-:; J(wk) for large enough k for 
any sequence wk E F(P), bounded in W, such that yk --> y0 uniformly and 

yk(O) --> y0 (0). We say that w0 E F(P) is a Pontryagin mi~mum if J(w0 ) _-:; 

J(wk) for large enough k for any sequence wk E F(P), bounded in W, such 

that yk--> y0 uniformly and lluk - u0 11i --> O, where llulh = ft lu(t) dt. 
Equivalently, w 0 is a bounded strong minimum iff for any M > O, there 

exist E > Osuch that if w E F(P) is such that llulloo ::; M, lly-y0 lloo ::; E, and 
ly(0) - y0 (0)I < E, we have that J(w0 ) _-:; J(w) . A point wlJ i; a Pontryagin 
minimum iff for any M > O, there exist E > O such that if w E F(P) is 
such that llulloo ~ M, IIY - y0 /j 00 ::; E, and Ilu - u0 iii < E, we have that 
J(w0 ) _-:; J(w). Obviously, a bounded strong minimum implies a Pontryagin 
minimum. 

Let us recall the formulation of Pontryagin's principle at the point w E 

F(P) . Denote by JRą• the dual to !Rą identified with the set of ą dimensional 
raw vectors . Set 

r 

<pl-'(yo, YT) = <p(yo, YT, µ) := L µ;cp;(Yo, YT ), (6) 
i=O 

where Yo= y(O), YT = y(T), µ = (µo, .. . µr) E JR(r+l)• . Consider the 
Hamitonian function H : !Rm x !Rn x ]Rn• defined by 

H(u,y,p) = pf(u,y). (7) 

We call costate associated with µ E ]lł(r+l)• the solution p = pµ (whenever it 
exists) of 

-p(t) = Hy(u(t),y(t),p(t)), a.a. t E [0,T]; 
p(O) = -<pt0 (y(O),y(T)); p(T) = <ptr(y(O),y(T)) . 

(8) 

Definition 1.1. We say that w = ( u, y) E F(P) satisfies Pontryaguin's prin­
ciple if there exist a nonzero µ E ]lł(r+l)• and p E W 1•00 (0, T, !Rm) such that 
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(8) holds and 

µ;?_O, i=O, .. . ,r-1, µ;cPi(y(O),y(T))=O, i=l, ... ,ri, (9) 

H(u(t),y(t),p(t)):::; H(v,y(t),p(t)), for all v EU, a.a. t E (0,T). (10) 

The following theorem hol ds [3], [4], [5]: 

Theorem 1.2. A Pontryagin minimum satisfies Pontryagin's principle. 

In the sequel, we assume that the set U is given in the form U = { u E 
!Rm I g(u) :::; O}, where g : !Rm -> !Rą is C2 mapping. In other words, the 
control constraints are defined by 

gj(u(t)):::; O, for a.a. t E [O,T], j = l, . .. ,q. (11) 

We assume that the following qualification hypothesis of linear independence 
holds : the gradients g:(u), i E I9 (u) are linearly independent at each point 
u E !Rm such that g(u):::; O, where I9 (u) = {i E {1, ... ,q} I g;(u) = O} is the 
set of active indices. 

Let us recall a first order necessary condition of a weak minimum, which 
is a local minimum in W . To this end, define the augmented Pontryagin 
function H : !Rm X !Rn X ]Rn• X JRą• -> IR by 

H(u, y,p, a) = H(u, y,p) + ag(u) . (12) 

For w= (u,y) E F(P), denote by Ao the set of all tuples >. = (µ,p,a) E 
]R(r+l)• X W 1•00 (0, T; ]Rm) X L00 (0, T; ]Rą*) of Lagrange multipliers such that 
the following relations hold 

µ;?. O, i= O, ... ,r-1, µ;</J;(y(O),y(T)) = O, i= 1, ... ,r-1, 
a(t) ?. O, a(t)g(u(t)) = O, a.a. t E (O, T), 
-p(t) = Hy(w(t),p(t)), a.a. t E (O, T), (13) 
p(O) = -cpro(1J), p(T) = 'PrT(1J), 
Hu(w(t),p(t),a(t)) = O, a.a. t E (O,T); jµj = l} . 

The following result is well-known (1]. 

Theorem 1.3. Let w be a weak minimum. Then the set Ao is nonempty 
and bounded. Moreover, the projector (p, >., µ) -> µ is injective on Aa . 

Denote by Mo the set of all>.= (µ,p, a) E Ao such that inequality (10) 
of Pontryagin's principle is satisfied. Obviously, Mo C Ao, and the condition 
Mo =f. 0 is equivalent to Pontryagin's principle. 
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2 Growth condition of order '"'/ 

Let us fix a pair w= (u, y) E F(P) . By c5w = (c5u, c5y) we denote a variation, 
i.e., an arbitrary element of the space W, and the notation { c5wk} stan ds for 
an arbitrary sequence of variations in W. For any c5w E W we set 

c5J = J(u(t)+c5u(t),y(t)+c5y(t))-j(u(t),y(t)) = f(w(t)+c5w(t)) - f(w(t)), 

i.e., c5J is the increment of the function f (at the point w(t)) which corre­
sponds to the variation c5w(t). Similarly, we set 

c5cpo = c/Jo(y(O) + c5y(O), y(T) + c5y(T)) - cp0 (y(O), y(T)) = c/Jo(TJ + bry) - c/Jo(TJ), 

etc. In order to define a growth condition of the order 'Y, we must define 
the so-called 'order function'. A function r: Rm----> R is said to be an order 
Junction if there exists a number er> Osuch that (a) r(u) = JuJ 2 if Jul < er; 
(b) r(u) > O if Jul 2: er; (c) r(u) is Lipschitz continuous on each compact 
set C C Rm . Obviously, the function r(u) = JuJ 2 is an order function . For 
an arbitrary order function r(u), we set 

'Y(c5w) = IJc5yJJZx, + foT r(c5u(t))dt. (14) 

We call the functional 1 : W ----> R the higher order [3] . 
Next, !et us define the violation Junction [3] 

TI T 

a-(c5w) = (c5J)+ + L c/J;(TJ + óTJ)+ + L Jcp;(TJ + c5ry)J + JJc5y - c5fl11, (15) 
i=l i=r1 +l 

wherery = (Yo,Yr) = (y(O),y(T)), bry= (c5yo,c5yr) = (c5y(O),c5y(T)), (c5J)+ = 
(c/Jo(TJ+c5ry)-c/Jo(TJ))+, a+ =max{a,0} . 

We say that { c5wk} is a bounded strong sequence if lim supk JJc5uk 11 00 < oo, 
Jc5yk(O)I + JJc5yklloo----> O (k----> oo). Denote by S the set of all bounded strong 
sequences satisfying (a) u(t) + c5uk(t) E U for a.a. t E [O, T] for all k, and 
(b) a-(c5wk)----> O (k----> oo) . 

We say that a bounded strong 1 -sufficiency holds ( at the point w) [3] if 
there exists a constant C > O such that for any sequence { c5wk} E S we have 
a-(c5wk) 2: C'Y(c5wk) for all sufficiently large k. 

Equivalently, a bounded strong "(-sufficiency holds iff there exists C > O 
such that for any M > O there exists e > O such that the conditions 

u(t) + c5u(t) E U for a.a . t E [O, Tl, JJc5uJloo < M, 
a-(c5w) < e, Jc5y(0)J < e, JJc5yJJoo < e 

imply the inequality a-(c5w) 2: C"f(c5w). 
We say that a bounded strong "(-growth condition holds for the cost Junc­

tion J if there exists C > O such that for any M > O there exists e > O such 
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that the conditions w+ ów E F(P), llóulloo < M, llóYlloo < c, lóy(O)I < c, 
óJ < € imply the inequality óJ 2'. C1 (ów) . Obviously, a bounded strong 
1-suffi.ciency implies a bounded strong 1 -growth condition for the cost func­
tion, and the latter implies a strict bounded strong minimum. 

Set 

Cy ( O", S) := inf (lim inf O"(( ~wk))) , 
{ówk}ES k 1' UWk 

where the lower bound is taken over the set of all sequences from S that do 
not vanish. The following proposition easily follows from definitions. 

Proposition 2.1. The inequality C,(O", S) > O is equivalent to the bounded 
strong 1 -sufficiency. 

Our goal is to obtain conditions which guarantee this inequality. To this 
end, we will estimate C,(O", S) from below. 

Let >- = (µ,p, a) E Mo. We say that the function H(v, y(t),p(t)) satisfies 
a growth condition of the order r if there exists C > O such that for a.a. 
t E [O, T] we have 

H(v,y(t),p(t)) - H(u(t),y(t),p(t)) 2'. cr(v - u(t)) for all v EU. (16) 

For any C > O, denote by M(Cr) the set of all >- E Mo such that the 
condition (16) is satisfied for a.a. t E [O, T]. One may show that if a 
bounded strong 1 -suffi.ciency holds, then there exists C > O such that the 
set M(Cr) is nonempty. 

3 Second order sufficient conditions 

A direction (variation) ów = (óu, óy) E W is said to be critical [1] at the 
point w if the following relations hold 

<1>:(r,)ó17 :SO, i E l4>(T/) U {O}; </>J(r,)ór, = O, j = r1 + 1, ... , r, 
óy = J'(w)ów, (g;(u)óu)X{g1(u)=O} :SO, j = 1, ... , q, 

(17) 

where l<1>(T1) = { i E {1, ... , ri} I </>i(y(O), y(T)) = O} is the set of active 
indices, X{gJ(u)=O} is the characteristic function of the set {t E [O, T] I 
g1(u(t)) = O}, j = 1, ... , q, T/ = (y(O), y(T)), and ór, = (óy(O), óy(T)). De­
note by K, the set of all critical directions ów E W at the point w. Obviously, 
K, is a convex cone in W. We call it the critical cone. 

For any A= (µ,p, a) E Ao, !et us define a quadratic form at the point w 
by relation 

1 11T -D(ów,>-) := -(cp1J1J(T/,µ)ó17,ór,) + - (Hww(w,p,a)ów,ów) dt. 
2 2 0 

(18) 
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For any C ~ O, set 

nM(Cr)(ów) = max !1(c5w, >-). 
>-EM(Cr) 

(19) 

Theo rem 3.1. For a feasible point w = ( u, y), assume that there exist an 
order Junction r and a number C > O such that the set M(Cr) is nonempty 
and there exists CK, > O such that 

Then, for the corresponding higher order 1 ( 14), a bounded strong 1 -sufficiency 
holds at the same point. 

Remark 3.2. One may prove that the sufficient optimality condition given 
by Theorem 3.1 is a natura! strengthening of the following necessary condi­
tion of Pontryaguin minimum: the set Mo is nonempty (i.e., Pontryaguin's 
principle holds) and maX>.EMo !1(c5w, >-) ~ O for all ów E K. 

Below, we will give a proof of Theorem 3.1. 

4 Passage to Pontryagin's sequences, the basie con­
stant 

In what follows, we assume that, for given order function r and a number 
C > O, the set M(Cr) is nonempty. For any >- = (µ,p, a) E Ao, we set 

W(ów, >..) := ó<pµ - for p(óy - óf) dt = ó<pµ - for (póy - 8H) dt, (21) 

where ó<pµ = <pµ(TJ + órJ) - <pµ(TJ), 8H = póf. Since Ao is a bounded set, it is 
easy to show that there exists ko > O such that 

max w(c5w, >-) ~ kocr(ów). 
>-EAo 

Moreover, in virtue of (8), we have 

1[ póy dt = póy 16 - loT póy dt 

<pi0 (rJ)óy(O) + <piT(rJ)óy(T) + 1{ Hy(w,p)óydt 

for any AE Ao. Consequently, 

(22) 

(23) 

w(c5w, >-) = ó<pµ - <p~(rJ)órJ + foT (8H - Hy(w, p)c5y) dt, 'r/ >- E Ao. (24) 

In the sequel, we shall omit kin notation of sequences. Under the assumption 
that M(Cr) f 0, C > O, the following lemma holds. 
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Lemma 4.1. ff {ów} ES then llóuł11---; O, llóYlloo---; O, and hence 1 (ów)---; 
o. 

The proof of this lemma consists of two propositions. 

Proposition 4.2. Let {ów} ES and (µ,p, a) E Aa. Then (ft óH dt) +---; 

o. 

Proof. According to (22) and (24), ócpµ-cp~(77)ó77+ f0T (óH-Hy(w,p)óy) dt::::; 

ko<T(ów). Since llóYlloo---; O, the condition <T(ów)---; O implies (ft óH dt) +---; 

O. O 

Proposition 4.3. ff {ów} E S, then for lóul 2 dt ---; O. 

Proof. Let {ów} ES and (µ,p,a) E M(Cr) (C > O). We obviously have 

óH := H(w + ów,p) - H(w,p) = 6yH + óuH, 

where 6yH = H(u+óu,y+óy,p)-H(u+óu,y,p), óuH = H(u+óu,y,p)­
H(w,p). The conditions llóYlloo ---; O and limsup llóulloo < oo imply that 

ll6yHlloo ---; O. Therefore,~he condition ( ft óH cit)+ ---; O (which holds 

by Proposition 4.2) implies ( f0T óuH dt) + ---; O. But óuH 2'. Cr( óu), sin ce 

(µ,p, a) E M(Cr) and u+ óu E U. Consequently, ft f(óu) dt ---; O which 

easily implies that Jt lóul 2 dt ---; O. O 

Proof of Lemma 4.1 Let {ów} E S. Then by Cauchy-Schwartz in­
equality and Proposition 4.3 we have 

T T l 

llóulh = 1 lóul dt ::::; VT (1 lóul 2 dt) 
2 

---; O. 

Moreover, from conditions llóulh ---; O, lóy(0)I + llóYlloo ---; O, and llóy -
ófll1---; 0 we easily deduce that llóYlli,1---; 0 and hence llóYlloo---; O. Conse­
quently, 1 ( ów) ---; O. O 

We shall say that {ów} is a Pontryagin's sequence if the following condi­
tions are satisfied: limsup llóulloo < oo, llbull1---; O, and llóYlloo---; O. Denote 
by II the set of all Pontryagin's sequences. For any {ów} E II we obviously 
have: <T(ów) ---; O. Thus, under the assumption that M(Cr) cf 0, C > O, we 
have proved that 

S = {{ów} E II I u(t) + óu(t) EU} (25) 

(in this formula, the condition u(t) + óu(t) E U is assumed to be satisfied 
for a.a. t E [O, T] and for all members of the sequence{ ów}). Set 

IIa-y = { {ów} E II I u(t) + óu(t) EU, <T(ów):::; O(,(ów))}. (26) 

7 



From equality (25) and definition (26) we easily deduce that 

C,(a, S) = C,(a, IIa,)-

Set 

Then according to (22) we have WA 0 (ow)::; koa(ow). Consequently, 

C,(a, Ila,) :::: ko1C,(1Ji Ao, Ila,), 

where 

(27) 

(28) 

(29) 

(30) 

( the lower bound in this formula is taken over the set of sequences from 
Ila, that do not vanish). We call C,(w Ao, Ila,) the basie constant on the 
set of Pontryagin's sequences. From (27) and (29) we obtain the following 
inequality 

C,(a,S):::: k01C,(1JiA0 ,IIa,)- (31) 

ln the sequel, we will estimate C,(WA0 ,Ila,) from below. 

5 Extension of the set Ila, 

Let >. = (µ, p, a) E Ao and {ów} E II satisfies the condition u(t) + ou(t) E U 
a.e. on [O, T] for all members of the sequence. Then relation (24) combined 
with the equalities aog + aog_ = O (where ce = max{ -a, O} :::: O and 
9- = (91-, .. . , 9ą-) and oH = oH + ao9 imply 

w(ow, >.) = ó<pµ - 'P;,(r,)or, + 1T (oH - Hy(w,p)oy) dt + 1T ao9_ dt. (32) 

Let {ow} E Ila, and hence a(ow) ::; O(,(ow)). For given sequence, we 
deduce from (22) and (32) that 

max{o<pµ-<p;,(r,)or,+ (T(oH-Hy(w,p)oy)dt+ (T ao9_dt}::; 0(1), (33) 
~~ h h 

where 1 = ,(ow). Since Hu(w,p,a) = O, Hy = Hy and limsup llowl/00 < oo, 
the following estimate holds uniformly on A0 : ft /oH - Hy(w,p)oy/ dt :::; 
O(,). Moreover, /o<pµ - <p;,(r,)or,/ ::; O(,) uniformly on A0 . Therefore, con­
dition (33) implies 

max (T ao9_ dt::; O(,). 
.\EAo Jo 
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This estimate is satisfied for any {ów} E Ila-,. Thus, we get 

· Ila-,= {{ów} E II I g(u + bu) SO, o-SO(,), max {T aóg_ dt SO(,)} . 
.XEAo Jo 

(35) 
Since we estimate the basie constant from bellow, we may extend the set of 
sequences Ila-, . N amely, let us define a set of sequences 

IIa(./7) = {{ów} E II I g(u+óu) SO, o-= o(F,), max {T aóg_ dt SO(,)} . 
.XEAo Jo 

(36) 
O bviously, Ila-, C Ila( ./7), and hen ce 

(37) 

In what follows, we will estimate C,(wA0 ,IIa(./7)) from below. 

6 Passage to the sequences of local variations. 

Set 3lac = { {ów} I llówjj00 --t O} . Sequences from 3lac will be called local. 
Note that 3lac C II. Bellow, we will pass to the set of sequences 

3lac . _ II n 3lac 
a( ./'r) · - a( y',) · 

Lemma 6.1. For any ..\ = (µ, p, a) E Ao and for any sequence {ów} E 3lac 

satisfying the relation g(u + bu) S O (for all members of the sequence) the 
following formula holds: 

W(ów, >-) = !t(ów, >-) + 1T aóg_ dt + o(,(ów)) 

unij ormly on Ao. 

(38) 

Proof. Formula (38) followsfrom (32) and relations: Hy = Hy, Hu(w,p,a) = 
O for all ..\ E Ao. D 

Let {ów} E Ila( ./7), and let { c:} be a sequence of positive numbers con­
verging to zero, i.e., c: --, +o. For members ów = ( óu, óy) and c: of the 
sequences {ów} and { c:}, respectively, which have the same numbers, we set 

óue:(t) = { óu(t) if jó~(t)I < c:, 
O otherw1se, 

óu" = óu- óu0 , ów0 = (óu0 ,óy), ów"= (óu",O). 

Then Jjóu0 11 00 --t O and hence { ów0 } E 3lac . Moreover, {ów} = { ów0 } + 
{ów"}. 
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Proposition 6.2. For the sequences { ow }, { ow,:}, and { ow0 }, the following 
formula holds 

of= oEJ + 0° J + r1, 

where 

Oj= f(w + 0W) - J(w), 00 J = j(W + OWE) - f(w), 
0° J = J(w + ow0 ) - J(w), r1 = (8yf - oyf)x\ 

(39) 

oyf = f(u, y + oy) - J(u, y), 8yf = f(u + ou, y + oy) - J(u + ou, y), 

and x 0 is a characteristic Junction of the set M 0 = {t I ou0 (t) =/- O}. 

Proof. We have 

of= ofx0 + of(I - x 0 ) 

= (J(u + ou0 ,y + oy) - f(u + ou0 ,y) + 0° 1)x0 + oef(l - x 0 ) 

= 8yf x 0 + 0° J + oEJ - oef x 0 = 0° J + oEJ + (8yf - Oyf)x0 

= OE f + OE f + r f. 

D 

We continue to work with the sequences {ow} E II0 (y0), and {t:}. For 
the sequence { ow}, we obviously have: lir f lloo -----+ O. Let us now assume that 
the sequence { c} satisfies the following conditions 

(a) €-----+ +o, (b) lirJJloo -----, O, 
€ 

(c)hF-o. 
€ 

(Note that (c) ==> (b).) Then 

lhlli :S llr1~loo r €2 dt = o(--{), 
€ jM, (40) 

where "(0 = "f(Ow0 ) . Let A= (µ,p, a) E Ao. Since oH = pof, it follows from 

Proposition 6.2 and estimate ( 40) that J[ oH dt = J[ 00 H dt + J[ 0° H dt + 
0("1°) uniformly on Ao, where oEH = H(u + OUE,Y + oy,p) - H(u,y,p), 
0° H = H(u + ou\y,p) - H(u,y,p) . Consequently, w(ow, >-) = w(owE, >-) + 
J[ 0° H dt + 0("1°) uniformly on A0, and hence 

W Ao(ow) = max {w(owE , >-) + (T 0° H dt} + 0("1°). (41) 
AEJ\o Jo 

Furthermore, the condition g(u + ou) :S O implies 

g(U + 0U0 ) :S o, g(u + 0U0 ) :S 0. (42) 
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Consequently, {JE H 2 Cr(óuE) for any ,\ E M(Cr), and then J;{ {JE H dt 2 
C,E for any ,\ E M(Cr). Since M(Cr) c 11.0 , we have 

max {'1J(c5wE, >-) + f0T c5" H dt} 2 max {'1l(ów,:, >-) + J;{ c5" H dt} 
,\EAo ,\EM(Cr) 

2 max {'11(ów,:,>.)+C1"} ='PM(Gr)(ów,:)+C,", 
,\EM(Cr) 

where, by definition, 

'PM(Cr)(c5w) = max '1J(c5w,>.). 
,\EM(Cr) 

This and formula (41) imply that 

(43) 

(44) 

Moreover, we obviously have 1 = '" + ,E, w here 1 = 1 ( ów), '" = 1 ( ów,:), 
," = ,(ów"). Consider two possible cases. 

(A) lim inf 1,:/, = O. In this case, we take a subsequence such that '" = 
o(1 ), and hence ," /,---+ 1 on the subsequence. Assume that this condition 
is satisfied for the sequence {c5w} itself. Then, according to Lemma 6.1, and 
since aó,:g- 2 O, we have 

'PM(Gr)(ów,:) = max {n(c5w,:,>.)+J;{ac5Eg_dt}+o(,,:) 
,\EM(C) 

2 f2M(Gr)(ów,:) + o(1,:)-

0bviously, IDM(Gr)(ów,:)I ~O(,,:)= o(,). Therefore, inequality (44) implies 
in this case 

1. . f 'P Ao (ÓW) > C 
1m m ,(ów) _ . (45) 

(B) lim inf,,:/,> O, and hence 1 ~ O(,,:) and,"~ O(,E) - Let us show, 
in this case, that 

(46) 

lndeed, the sequence {ów,:} = { ( óu,:, óy)} satisfies the conditions Iłów,: li ---+ O, 
cp(u + óu,:) ~ O. Furthermore, the following estimate hold 

measME= 12 { io2dt~ 12,"·0(l)~v;R-O(l)=o(H), (47) 
€ }M• € € 

since v,/io2 ---+ O. In virtue of Proposition 6.2 óf = ó,:J + {JE f + r1, where 
according to (40), lhll1 = o(,"), IWJll1 = O(measM") = o(H). This 
and the relations llc5Ji - c5fll1 = o(,.,rj), 1 = O(,,:) imply llc5Ji - ó,:/111 = 

o(~)- The sequence {c5y} was not changed. Finally, maxAo J;{ aó,:g- dt ~ 
maxA0 J;{ aóg_ dt ~O(,)= 0(,,:)- Thus, (46) is proved. 
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It follows from ( 46) and inequality ( 44) that 

I .. f WA0 (ów) > 1 . . f WM(Cr)(ów.-) +C'y° 
1m m i( ów) _ 1m m 1 

= lim inf (1c . WM(Cr)(ówc) + C. i') 
I IE I 

>I .. f( . {WM(Cr)(Ów0 ) c}) . {i· . fWM(Cr)(Ów 0 ) c} _ 1m m min · , = mm 1m m , 
IE IE 

2: min { 8f;!f (lim inf W M(Cr)) , C} = min { C'Y ( W M(Cr), S~(':ń)) , C} . 
o(.,fy) I 

Thus, we have proved that for each sequence {ów} E IIo(.f'y) there ex­
ists a subsequence such that for this subsequence we have liminfWA0 / 1 2: 

min { C'Y ( w M(Cr), S~<':ńl) , C}. This implies that 

inf liminf'VAo 2:min{c'Y(wM(Cr),S~(':ń)) ,c}, 
rro( .,n) I 

that is 

C'Y(W Ao, Ilo(.f'y)) 2: min { C'Y ( W M(Cr), S~(':ńl) , C} . ( 48) 

Along with (37) this implies that 

C,-(WA0 ,Ilo-'Y)2:min{c'Y(wM(Cr),S~(':ńl) ,c} . (49) 

In w hat follows, we will estimate C'Y ( Ilf M(Cr), S~c':rri) from below. 

7 Passage to the set of sequences S1 

Our goal consists in passing to the set of sequences of critical variations 
defined by relations (17). In this section, we will do one more step in this 
direction. 

Proposition 7.1. Let A = (µ,p, a) E Ao. Then the critical cone has the 
f ollowing equivalent representation: 

</J'.(rJ)ÓrJ ~ O, µ;</J'.(rJ)ÓrJ = O, i E lq,(rJ) U {O}, 
<Pj(rJ)ÓrJ = O, j = r1 + 1, ... , r, óy = J'(w)ów, (50) 
(g1(u)óu)X{g;(u)=O} ~ O, aj9ju(u)óu = O, j = 1, ... , ą. 
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...: 

Proof. lndeed, from the definition of the set Ao it easily follows that for any 
>. = (µ,p, a) E Ao we have 

r !T !T 
~ µ;ct,; (TJ)óTJ - Jo p(by - J' ( w )bw) dt + Jo ag' ( u)bu dt = O Ww E W. 

Therefore, relations (17) imply that µ;cp\(TJ)6TJ = O, i E Ią,(TJ)U{O}, ag'(u)bu = 
O. Thus, relations (50) are satisfied. Vice versa, if relations (50) are satisfied, 
then, obviously, relations (17) are satisfied too. O 

Since the convex hull co Ao of the set Ao is a finite dimensional convex 
set, its relative interior int co Ao is nonempty. 

Proposition 7.2. Let >. = (µ,p,a) E intcoA0 . Then there exists 6 > O 
such that, for any >. = (µ, p, a) E co Ao, the following inequalities hold 

µ; :S CP,;, i= o, ... ,r1; aj(t) :S caj(t) a.e. on [O,T], j = 1, ... ,q. (51) 

Proof. Since >. = (µ, p, a) is an interior point of the set co A0 , there exists 
c >Osuch that for any >. = (µ,p, a) E coA0 we have >. ± c(>. - >.) E coA0 . 

Condition >.-c(>.->.) E coAo implies µ; -c(µ;-µ;) 2: O, i= O, ... ,r1 , and 
aj(t) - E(aj(t) - aj(t)) 2: O, j = 1, .. . , q. Consequently, 

l+c, . O 
--µ;>µ;, i= , ... ,r1; c -

Thus, it suffices to set C = (1 + c)/c. o 

Let us fix an element>. = (µ, p, a) E int co Ao . It follows from Proposition 
7.2, that, in the definition of the set of sequences S~(':ń)' the condition 

maXA0 f0T a(bg)_ dt :S O(,) is equivalent to the condition J[ a(bg)_ dt :S 
O(,). 

Define a new set of sequences S1 by the relations 

llc5wlloo-+ O, u(bw) = o( J,(bw)), (52) 

g(u) + g'(u)bu :SO, g.i(u)bux{a,2'.e} = O, j = 1, ... , q, E-+ +O, (53) 

w here X { a, 2'.e} ( t) is the characteristic function of the set { t I a; ( t) 2: c}. 
Relations (53) mean that for a given sequence { bwk} there exists a sequence 
{ck} such that ck > O, ck -+ O, and g.i(u(t))buk(t) = O a.e. on the set 
{t I aj(t) 2: ck} for allj = 1, . .. ,q and for all k = 1,2, . . .. Set 

<I>b(bw) = max {n(bw, >.) + fT a(g'(u)bu)_ dt}. (54) 
,\EM(cr) Jo 

Let us show that 

(55) 
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Take any {ów} E S~(':rrl . Then 

llówl[oo-> o, g(u + óu) ś o, o:= o(y'T), laT a(óg) _ dt ś O(,). (56) 

Here the relation o: = o( fi) is equivalent to the set of relations 

lló:zi - f'(w)ówlli = o(y'T), (57) 

cf>;(TJ)ÓTJ ś o(y'T), i E f4>(TJ)U{O}, lc/>;(71)ó71j = o(fi), i= r1 +l . .. ,r. (58) 

The last relation in (56) is equivalent to 

laT a1(gJ(u)óu)_ dt ś 0(,), j = 1, ... , q. (59) 

Finally, it follows from the relation g( u + óu) ś O that 

g1(u(t)) + gJ(u(t))óu(t) ś k1jóu(t)1 2, j = 1, . . . , q, (60) 

where k1 > O does not depend on the member of the sequence. In virtue of 
the hypothesis of linear independence of gradients g1 (u), for any sequence 
E. = E.(óu)-> +0, there exist k2 > O and a sequence {u} such that 

q 

ju(t)I ś k2 (ióu(t)l2 + L(g;(u(t))óu(t))-X{a;(t)2'.e} (t)), (61) 
j=l 

g1(u(t)) + gJ(u(t))(óu(t) + u(t)) ś O a.e., j = 1, ... , q, (62) 

g1(u(t))(óu(t) + u(t)) = O if a1(t) 2'. E., j = 1, . . . , q, (63) 

g.1(u(t))u(t) = O if O< aj(t) < E., j = 1, .. . , q. (64) 

Relations (61) imply llulloo ś 0(1łóull 00 ) = o(l). Since f{a;2'.e}(g.1(u)óu)_ dt ś 

¼ f0T a1 (g1(u)óu)_ dt, relations (59) and (61) imply llull1 ś O(,(ów))/E.. 

Choose E. = E.(ów) -> +0 such that llówll 00 /E.-> O. Then J,(ów)/E.-> O, 
and hence l[ulli = o(J,(ów)). Moreover, since 1łóul[ 00 /E.-> O, we have that 

laT lul2 dt ś llulloollulh ś O(llóulloo) · O(,(ów))/E. = o(,(ów)), (65) 

laT lóul · lul dt ś llóull 00 1łulli ś l[óull 00 0(,(ów))/E. = o(,(ów)), (66) 

1T lóyj · lul dt ś llóYlloollulli ś llóYllooO(,(ów))/E. = o(,(ów)). (67) 

Set { ówi} = { ( óu+u, óy)}. Relations ( 65)-( 67) imply that, for the sequences 
{ ów1} and {ów}, we have uniformly on Aa 

n(ów1, >.) = n(ów, >.) + o(,(ów)), ,(ów1) =,(ów)+ o(,(ów)). (68) 

14 

·-



Since llulloo--> O and llulli = o( J,(ów)), we have 

llów1lloo--> o, llóy - J'(w)ów1lli = o(F,). (69) 

Moreover, the sequence { ów1} satisfies relations (58) with ór, = ór,1 (since 
óy = óy1) and relations 

9J(u(t)) + 9j(u(t))óu1 (t) :SO a .e., j = 1, . . . , q, (70) 

91(u(t))óu1 (t) = o if aj(t)::::.: €, j = 1, . . . 'q, (71) 

g1(u(t))óu(t) = g1(u(t))óu1 (t) if O< aj(t) < € , j = 1, . .. , q. (72) 

Consequently { ów1} E S1. Let us show that, for any j = 1, . . . , q, we have 

uniformly on Aa. lndeed, in view of relations (51),(71), (72) , and since 
€--> O, we have 

T 
J aj(g1(u)óui)_ dt = fa ·<,: aJ(g1(u)óu1)- dt 
o 1-

Ia <, aj(g1(u)óu)_ dt :S fa <,: aJ(9J(u + óu))- dt + cO(,(ów)) T- ,_ 
:S fa a1(g1(u + óu))_ dt + o(,(ów)). 

Relations (38), (43), (54), (68), and (73) imply that 4>b(ów1) :S WM(Cr)(ów)+ 
o(,(ów)), where {ówi} E S1 . Along with the second relation in (68) this 
implies that 

!. . f WM(Cr)(ów) > 1· . f 4>b(ów1) > C ("'1 S) 
1mm ,(ów) _ 1mm ,(ówi) _ , "'c, 1 . 

Since {ów} is an arbitrary sequence in S~C':nl' inequality (55) follows . 

8 Support of the critical cone 

Define Ro as a set of all variations ów = ( óu, óy) E W satisfying the relations 

óy = J'(w)ów, 9j(u)óux{gj(u)=0} '.S o, ajgj(u)óu = o, j = 1, ... , q. 
(74) 

Obviously, Ro is a closed convex cone, and by Proposition 7.1, K, c R 0 . 

Consider two sets of linear functionals 

l; : ów EW--> (/J:(r,)ór,, i E l,t, U {O}, (75) 

l; : ów EW--> (j);(r,)ór,, i= r1 + 1, ... , r, (76) 
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where ow = ( ou, oy), OTJ = ( oy(O), oy(T)). Let Qo be the cone generated by 
functionals (75), and Q1 be the subspace generated by functionals (76). Set 
Q = Q0 + Q1. Then Q is a convex and finitely generated cone. Assume that 
there exists a linear functional wi E Q which has an integral representation 
on the cone Ro: 

(wj,ow) = -1T a1g'(u)oudt \/ow E Ro, (77) 

where 
a 1 E L00 (0, T; llłą*), a 1 2: o, a1g(u) = o. (78) 

Obviously, (wi, ow) 2: O for all ow E Ro, i.e. wi E Ra, Assume that there 
exists ow1 E Ro such that (wj, ow1) > O. Set R1 = { ow E Ro I (wi, ow) = 
O}. From (74), (77), and (78) it fellows that R 1 = {ow E Ro I a1g'(u)ou = 

O}. On the other hand, since wj E Q, we have (wj, ow) :S O for all ow E Jć. 
But Jć C Ro and wj E Ra, consequently (wj, ow) 2: O for all ow E Jć. Thus, 
(wj,ow) = O for all ow E Jć, and hence Jć c R 1. 

Similarly, assume that there exists a linear functional w2 E Q which has 

an integral representation on the cone R 1: (w2,ow) = - J[ a2g'(u)oudt 
\;/ ow E R1, where a2 E L00 (0, T, l!łą•), a2 2: O, a2g(u) = O. Obviously, 
(w2, ow) 2: O V ow E R1, i.e. w2 E Ri. Assume that there exists ow2 E R1 
such that (w2,ow2) >O.Set R2 = {ow E R1 I (w2,ow) = O} . Then R2 = 
{ow E R1 I a2g'(u)ou = O}. On the other hand, since W2 E Q, W2 E Rj and 
Jć C R1,we have (w2,ow) = O \/ow E Jć. Hence Jć C R2 . 

Continuing this process, we obtain a set of functionals wi, w2, . .. , w; 
and a set of cones R 1, R 2, ... , R. such that Jć c R. c . .. c R 1 c R 0 . 

This process will be finished on some finite step s, because the functionals 
wj, w2, . .. , w; are linearly independent (this can be easily proved) and the 
cone Q ( containing these functionals) is finite generated. Set S = Rs, a0 = 
a. Then S is the set of variations ow E W such that 

oy = f'(w)ow, (gj(u)ou)X{g;(u)=O} :S 0, j = 1, ... , q, 
aig'(u)ou = o, i= o, 1, ... , s. 

(79) 

Moreover, 

We call S the support of the critical cone Jć. Let us note an important 
property of the cone S which fellows from the maximality of the system 
wi, ... ,w; . 

Proposition 8.1. If a linear functional w* E Q has an integral representa­
tion (w*,ow) = J[ ag'(u)oudt on the cone S such that a E L00 (0,T;llłą*), 
a 2'. O, and ag(u) = O, then (w*,ow) = O for all ow ES. 
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Let us define the cone Su as the set of óu E U such that 

(g.i(u)óu)X{gj=D} ::; O, j = 1, ... , q, aig'(u)óu = O, i= O, .. . , s. (80) 

Then 
S = {ów EW I óy = f'(w)ów, Óu E Su} - (81) 

s 

Set Mj = {t E (O, T] I ~ a}(t) > O}, N"j = {t E [O, TJ I 9j(u(t)) =O}\ Mj, 
i=O 

j = 1, ... , q. Then we obviously have 

Su= {óu EU I 9.i(u)óuxNj::; O, g.i(u)óuxMj = O, j = 1, ... ,ą}, (82) 

where XNj and XMj are the characteristic functions of the sets Nj and Mj, 
respectively, j = 1, ... , q. In the space L 1 (O, T; JRm•), consider the cone C of 
functions h of the form h = -ag'(u), where a E L1(0, T; JRą•) is such that 

ai(t)=Oift(/:.MjUNj; aj(t):2:0iftENj,j=l, ... ,q. (83) 

Lemma 8.2. c• = Su. 

Proof. ( a) Let us show that Su C c•. Indeed, if óu E Su and h E C, then from 

(82) and (83) we get (óu,h) = f0Thóudt = -Jt~)=laigj(u)óudt 2: O. 
(b) Let us show that c• c Su. Let óu E c•, i.e., óu E L(X)(O,T;!Rm) and 

for any h E C we have J0T hóu dt = - ~)=l J0T aig.i ( u )óu dt 2: O, where 

a E L1 (O, T; JRą•) satisfies (83). This implies that 9j ( u )óuxNj ::; O and 
9j(u)óuxMj = 0, j = 1, ... , q, i.e., Óu E Su. • 

Set E = {(óu, óyo) E U x !Rn I óu E Su} - Then. there is one-to-one 
correspondence between the sets S and E, given by the mapping (óu, óy) E 
S--> (óu,óy(O)) EE. Let µ = (µo, ... µr) E JR(r+l)•, 'Pµ = ~~=0 µ;cp; . In 
what follows, it will be convenient to consider the functional <p~('ry)ÓTJ as a 
functional defined on E. N amely, define a linear functional 

(óu,óyo) EU x !Rn-> <pr0 (TJ)óyo + 'Prr(rJ)óy(T), (84) 

where óy is a solution to the equation óy = fu(w)óu + Jy(w)óy, óy(O) = 
óyo . For this functional, we will use the same notation 'P~(rJ)ÓrJ. This also 
concerns elements of the set Q. 

Let p be the solution to the adjoint equation -i> = pfy(w), p(T) 
'Prr(TJ). As is well-known, functional (84) can be written as 

'P~(TJ)ÓTJ = ('Pr0 (TJ) + p(O))óyo + 1T Pfu(w)óudt. 

This representation is a 'pure integral' iff 'Pto(TJ) + p(O) = O. Set 

P = {(h,z) E L 1(0,T;!Rm*) X !Rn, I h EC, z= O}. 

Since c• = Su, we obviously have p• = E. The following property will 
play an important role for the existence of corresponding Hoffman's error 
bounds. 

17 



Proposition 8.3. We have: Pn Q CL CP, where L is a subspace in the 
cone P. 

Proof. Let the linear functional l ( óu, t5yo) belong to the intersection P n 
Q. Then l has a pure integral representation: l(óu, óyo) = ft Pfu(w)óudt, 
where -p = pfy(w), p(T) = 'Ptr(1J), p(O) = -cpt0 (77), and moreover, there 
exists a E L00 (0,T;!Rą*) such thatpfu(w) = -ag'(w), ag(u) = O, ajXN; ~ O, 
j = 1, ... , q. Since wi, ... , w; is a maxima! system of functionals, we have 
ajXN; = O, j = 1, . .. , q. These relations define a subspace in the cone P . • 

The following lemma will play an important role at the end of the proof 
of Theorem 3.1. 

Lemma 8.4. There exists N > O such that for any ów E S there exists 
w E S such that the following relations hold 

Proof. From Proposition 8.3 and abstract Lemma 11.6 (proved in Appendix), 
we deduce the existence of Hoffman's error bound (86) for system (85) con­
sidered on the cone I:. Consequently, there exists Hoffman's error bound for 
same system considered on the cone S. • 

In Sec. 10, along with this lemma, we will also use two lemmas proved 
in the next section. 

9 A uxiliary assertions 

Lemma 9.1. Let r E L+'(O,T,IR), M = {t I r(t) > O}, {v} be a sequence 
in Li(O,T;IR), {a} be a sequence in IR+ such that a---, O, llvll2 :S a, and 

f0T rv dt = o( a) . Then there exists a sequence { B} of the sets B C M such 
that measB-> O and for the sequence of the sets {A}= {M \ B} we have 
llvxA 11 00 = o( a), where XA is a characteristic Junction of the set A . 

To prove this lemma, we will need the following proposition. 

Proposition 9.2. Letr E L+'(O,T;IR), M = {t I r(t) > O}, v E L.t(O,T;IR) , 
N= {t I v(t) > O}. Assume that N CM. For ,5 > O , set 

r,s(t) = { ~(t) if r(t) < ,5 
otherwise, 

r 0 (t) = r(t) - r,s(t), 
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and similarly, fort: > O, define ve(t) and ve(t). Set Mó = {t I ró(t) > O}, 
Mó = {t I ró(t) > O}, N,:= {t I v,(t) > O}, and N"= {t I v'(t) > O}. Then 
the f ollowing estimate hol ds 

measN"::; :t: (lT rvdt+ó JM
6 
vdt). 

Proof. Since N" c N c M = Mó u Mó, we have N" = (N" n Mó) u (N" n 
Mó)- Moreover, Mó n M 6 = 0. Consequently, 

The required estimate follows. • 

Proof of Lemma 9.1. Without loss of generality, assume that { t I 
v(t) > O} C M for all members of the sequence { v }. According to. the 
assumptions of the lemma, we have 1łvll2 ~ a and for rv dt :S pa, where 

p -> +0. Set ó = fa and c: = a( fa+ ✓meas Mó) ½, where Mó was defined 
in Proposition 9.2. Obviously, measMó-> O and hence /lą/1 00 :St:= o(a). 
According to Proposition 9.2, we have 

meas{t I v"(t) > O} :S łc-(J[ rvdt+ ó JM 6 vdt) 

:S te (pa+ c5✓measMóllvll2) ~ (fa+ ✓meas Mó)½ -> O. 

Thus, it suffices to set B = {t I v"(t) > O}. The lemma is proved. D 

Denote by S' the set of sequences { u'} in U satisfying the relations 

llu'lloo-> O, meas{t I u'(t) -f O}-> O, g(u) + g'(u)u' :SO, 
93(u)u'X{a;2'.c} = o, j = 1, . .. , ą, C-> +o. 

The following assertion holds. 

Lemma 9.3. For any {u'} ES', C' < C, and>. E M(Cr) we have 

(87) 

lT ( (H uu(w,p, a)u', u')+ a(g'(u)u')-) dt ~ C' lT lu'l 2 dt, (88) 

starting from a certain number of the sequence. 

Proof. Assume the contrary: there exist a sequence { u'} E S', a number 
C' < C, and an element>. E M(Cr) such that 

lT ( (H uu(w,p, a)u', u')+ a(g'(u)u')-) dt :S C' lT lu'l 2 dt. (89) 
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Since {u'} satisfies (87), the following estimates hold 

g(u + u') S k1Iu'l 2 , l9J(u + u')lxu,j::::,} S k1lu'l 2 , j = 1, · · ·, q, 

where k1 > O does not depend on the member of the sequence. Due to the 
hypothesis of lineai· independence of gradients 9j (u) , there exists a sequence 
of corrections { v} such that 

g(u +u'+ v) SO, g1(u +u'+ v)X{a.i::::,} = O, lvl S k2lu'12, 

where k 2 > O does not depend on the member of the sequence. Set { óu} = 
{ u' + v}. We, obviously, have 

IJul2 = lu'l2 + r1, (Huu(w,p,a)óu,óu) = (H„m(w,p,a)u',u') + r2, 
where lril S k3Iu'l3, i= 1, 2, and k3 > O does not depend on the member of 
the sequence. Moreover, in virtue of (51), for any j = 1, . . . , q, we have 

a1g1(u + óu)_ = a1g1(u + óu)-X{a.i<,} S a1(g;(u)u')_ + r41 , 

where lr41 I S Ek41 (IJu!2 + lvl) S Ek51 lu'l2, and k41 > O and ks1 > O does not 
depend on the member of the sequence. Consequently, 

laT l<5ul 2 dt = laT lu'l2 dt + 0(,1), (90) 

laT (H uu(w,p, a)óu, óu) dt = lT (Huu(w,p, a)u', u') dt + o(,'), (91) 

laT a1g1(u + óu)_ dt S laT a1(gj(u)u')_ dt + 0(,1), (92) 

T 
where ,' = J lu'l2 dt. These relations imply the inequality 

o 

r;((Huu(w,p,a)óu,óu) +aóg_ )dt (93) 
< fo ((Huu(w,p,a)u',u')+a(g'(u)u')_) dt+o(,'), 

where óg_ = g_(u + óu) - g_(u). Since Hu(w,p,a) = O, óuH = óuH + aóg, 
and óg + óg_ = O, where óuH = H(u + óu,y,p,a) - H(u,y,p,a), etc., we 
obtain 

r; ( (H uu(w,p, a)r5u, óu) + aóg_ ) dt 
fG_r (óuH + aóg_) dt + o( J0T l<5ul 2 dt) (94) 

Io óuH dt + aut l<5ul 2 dt). 

Combining relations (89) and (94), we get 

1T óuH dt + o (1T /Ju/ 2 dt) S C' 1T /Ju/ 2 dt. (95) 

But since the sequence { óu} satisfies the condition g( u + óu) S O and ,\ E 

M (Cf), we have óuH 2:'. C!Jul 2 , and hen ce we get ft óuH dt 2:: C ft l<5ul 2 dt, 
contradicting to (95). O 
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10 Passage to the set of critical variations. 

Recall that S1 was defined as the set of sequences {ów} in W satisfying 
relations (52) and (53). Equivalently, S1 is the set of sequences such that 
llówll oo --> O and relations (53), (57), and (58) hold. For the set of func­
tionals wi, ... , w;, defined in Sec. 8, relations (58) imply the upper esti­
mates (w;,ów) :S o(y1,), i= l, . .. ,s. This easily follows from the fact 
that each of the functionals (w;, ów) belongs to the set Q and therefore 

has the form LiEl4>U{O} µ;rp;(rJ)órJ + :z=r=r1+l µ;rp;(rJ)órJ, where µ; 2'. Q for 
all i E Ią, U {O}. Further, recall that each functional w; has the integral 

representation (w;,ów) = - J0T aig'(u)8udt on the cone R;- 1, i= 1, . . . ,s. 
Let us show that, for each of these representations, the same upper estimate 
holds on any sequence from S1 . 

Lemma 10.1. For any sequence {ów} E S1 we have 

-1T aig'(u)óudt :S o( J-r(ów)), i= 1, .. . , s. (96) 

Proof. Let {ów} E S1 and {c} be the corresponding sequence of positive 
numbers converging to zero ( see ( 53)). For any j = 1, ... , q, define a se­
quence of sets BJ= {t /O< a1(t) < c}. Set B0 = LJJ=1 BJ, óuBo = óuxBo 
and óu0 = óu- óuBo = óu(l - XBo ), where XBo is the characteristic function 
of the set B 0 . Since measB0 --> O, we have /lóuBol/1 :S ✓measB0 llóuł12 = 
o(J-r(ów)). Moreover, we obviously have a1g1(u)óu0 = O, j = l, ... ,q. 

Let us define a sequence { óy0 } such that all mem bers of the sequence 
{ ów0 } = { (óu0 , óy0 )} belong to the cone R 0 . From (57), we get óy = 
Jy(w)óy+ fu(w)óu+(, where 11(111 = o( J-r(ów)). Define óy0 as the solution 
to the equation óy0 = Jy(w)óy0 + fu(w)óu0 , óy0 (0) = óy(O). Set ii= óy-óy0 . 

Then ii satisfies the equation y = Jy(w)ii + fu(w)óuBo + (, ii(O) = O, which 
in view of estimates li óu Bo li 1 = o( J-r( ów)) and li ( Ili = o( J-r( ów)) implies 
that lliill oo = o(J-r(ów)). This and the estimate (wi,ów) :S o(J-r(ów)) im­
ply that (wi,ów0) :S o(J-r(ów)), where ów0 = (óu0 ,óy0 ). But now ów0 E 

Ro, therefore we get - f0T a1g'(u)óu0 dt :S o(J-r(ów)). Since llóuBoll1 = 
o( J-r(ów)), we also get - f0T a1g'(u)óudt :S o( J-r(ów)). 

Now, using Lemma 9.1, Jet us change the sequence {óu0 } on the sets 
M3 := {t I aJ(t) > O}, j = l, ... ,q, and define a new sequence {ów1 } 

whose members belong to the cone R 1 . Set vJ = (g1(u)8u0)_. Then we 

have for a1vJ dt = o( J-r(ów)). According to Lemma 9.1, there exist two 

sequences of sets {AJ} and {BJ} such that A3 U BJ = M3, A3 n BJ = 0, 
meas BJ --> O, and 1łvJxA1 lloo = o( J-r(ów)) . Set B 1 = UJ=l BJ and óuB1 = 

J 

óu0xs1 . Then meas B 1 --> O and therefore llóu31111 = o( J-r(ów)). In view of 
the hypothesis of linear independence of gradients g', (u), from the estimate 
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l/vJxA1ll 00 = 0(✓1(bw)) it follows that there exists a sequence {u0 } such 
J 

that l/u0 lloo = o( ✓,(ów)) , u0xs1 = O, g.i(u)u0 = 9.1(u)bu0 a. e. on the set 
AJ, and g;(u)u0 = O a. e. on the set {t I 91(u(t)) =O}\ AJ, j = 1, . . . ,q. 
Set bu1 = bu0 - bu8 1 - u0 and define óy1 as the solution to the equation 
bi/ = Jy(w)by 1 + fu(w)bu 1, by1(0) = óy(O) . Then it is easy to see that 
all members of the sequence { ów1 } = { ( bu 1, óy1)} belong to the cone R1, 

and, for this sequence, we have (w2,bw1 ):::; o(✓,(bw)). This implies that 

- J0T a2g'(u)bu1 dt ::=; o( ✓,(bw)), and then - J0T a2g'(u)óudt ::=; o( ✓,(ów)). 
Similarly, we transform the sequence { bu1} on the sets M; = { t I a;(t) > O}, 

j = 1, ... ,q, and deduce that - f0T a2g'(u)óudt ::=; 0(✓1(bw)), etc. O 

Let us estimate C7 (<I>b, S1) from below (see (55)) . To this end, chose any 
sequence {ów} E S1. Since ai(g'(u)óu)_ = Lj a;(g;(u)bu)_, it follows from 

Lemma 10.1 that J;{ a}(g;(u)óu)_ dt :S o(.,/Y), i= 1, ... , s, j = 1, .. . , q. Set 

Vj = (g;(u)bu)-X{g;=O}, j = 1, ... , q. Then f0T a;v1 dt:::; o(.,/Y), i= 1, ... , s, 

j = 1, ... , q, where aj ~ O, Vj ~ O, i = 1, ... , s, j = 1, .. . , q. Recall that, 

by definition, M; = {t I a;(t) > O}, i= O, ... ,s, j = 1, ... ,q, and M 1 = 
LJt=0 Mj, j = 1, . . . ,q, where a0 = a. Let i E {l, . .. ,s}, j E {1, . . . ,ą}. By 
Lemma 9 .1, for the sequence { Vj} and the set MJ, there exist two sequences 
of sets {A.i} and { B1} such that 

1/viXA•lloo = o(v,). (97) 
J 

Set 

B ~ (.~,Q s;) U (,Q{t I o< a;(t) < <}) . (98) 

Then in view of (97) and (98) we have: measB--+ O, llvJXM;\Bl/oo = o(.,/Y)­
In view of the hypothesis of linear independence of gradients g.i (u), there 
exists a sequence of functions {u} in U such that 

l/ulloo = o(.,/Y), UXB = O, 
gi(u)iLXM;\B = VJXM;\B, 9j(u)iLX{g;(u)=O}\M; = 0, j = 1, . . . , q. 

Define a sequence {u'} by the relation u'= óUXB· Obviously, {u'} ES' (see 
(87)) . Set óu1 = óu - u - u', ów1 = ( óu1, óy). Then, for the sequences {ów}, 
{ ówi}, and {u'}, the following relations hold 

,(ów) = ,(bwi) + laT lu'l2 dt + o(1 (ów)), (99) 

n(bw,>-) =n(bw1,>-)+ laT(Huu(w,p,a)u',u')dt+o(,(bw)), (100) 
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iT a(g'(u)óu)_ dt ~ l a(g'(u)óu)_ dt = iT a(g'(u)u')- dt, (101) 

uniformly on Ao . Consequently, 

<I>b(ów) := max {n(ów, >-)+for a(g'(u)óu)- dt} 
>-EM(Cr) 

max {n(ów1, >-) + Jt ( (Huu(w,p, a)u',u') + a(g'(u)u')-) cit} 
>-EM(Cr) 
+o(--y(ów)). 

(102) 
Moreover, llów1lloo----> O, óu1 E Su, lló1i-fu(w)óu1 -Jy(w)óylh = o( J,,(ów)), 
and relations (58) hold . Choose any C' < C. Set w' = (O, u'), ,'(w') = 

Jt lu'l 2 dt. Then in view of Lemma 9.3 we get 

max {n(ów1, >-)+ft (H uu(w,p, a)u', u')+ f0T a(g'(u)óu')- dt} 
>-EM(Cr) 
~ max !1(ów1, >-) + C'')'(w') = !1M(C)(ówI) + C'')'(w'). 

>-EM(Cr) 

Combining this inequality with (102) we get 

<I>b(ów) ~ l1M(C)(ów1) + C',(w') + o(--y(ów)). (103) 

Furthermore, the relation llóy- f'(w)ów1 //1 = o( J,,(ów)) may be written as 
óy - ]y(w)óx - fu(w)óu1 = (, /1(/11 = o(J,'(ów)). Let us define a sequence 
{Yd by the equation Y( = Jy(w)y(+(, y((O) = O. Then /IY(/loo = o( J,'(ów)). 
Set óys = óy - Y(, óws = (óu1, óys) . Then óys - f'(w)óws = O. Thus, we 
get 

<fJ;(TJ)ÓTJs:::; o( J,(ów)), i E Ią,(TJ) U {O}, 
/<fJ;(TJ)ÓTJsl = o( J,,(ów)), i= r1 + 1 ... , r, 
óws ES, llówslloo----> O. 

By Lemma 8.4 the system 

<fJ;(TJ)(óTJs + i/) :S: O, i E Ią,(TJ) U {O}, 
<pJ(TJ)(óTJs +i/)= O, j = r1 + 1, . .. , r, w ES 

is compatible, and there exists a solution w to this system such that llw/100 = 
o( J,'(ów) ). Set ówx:. = óws + w. Then for the sequence { ówx:.} we obviously 
have 

ÓWK. E /(,, /lówx:. lloo ----> O, (104) 

,(ów1 ) = ,(ówx:.) + o(--y(ów)), (105) 

!1M(C)(ów1) = nM(c)(ówx:.) + o(--y(ów)). (106) 

Assume that there exists Cx:. > O such that !1c(ów) ~ Cx:.,'(ów) for any 
ów E K, (cf. (20)). Then we have 

(107) 
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since óWK, E K. Relations (103), (106), and (107) imply 

<I>b(ow) 2 Cct(ówK,) + C',(w') + o(,(ow)), 

and combining (99) with (105) we get 

,(ow) = , (owK) + , (w')+ o(,(ow)) . 

Consequently, the following relations hold 

1. . f <I>b(ow) > 1· . f CK,,(ówK,) + C',(w') , 1m m ~.,----,-- 1m m ---,----,----,---,-- 2 min {CK,, C } , 
,(Jw) - ,(JwK) + 1 (w') 

(108) 

(109) 

which imply that C.1 (<I>b, S1 ) 2 min{CK, C'}. This inequality holds for any 
C' < C . Hence C-,.(<I>b , S1) 2 min{CK, C} . Combining this inequality with 
(49) and (55) we get C.1 (1VA0 ,Scr-,.) 2 min{CK,C} . In view of (31) and 
Proposition 2.1 this completes the proof of Theorem 3.1. 
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11 Appendix 

In sec. 11.1-11.3, following (7), we consider a system of linear inequalities 
on a convex cone, and study two questions: (a) the existence of a solution 
to the system; (b) the existence of Hoffman's type (2] upper bounds for the 
distance from the origin to the set of the solutions to the system. In Sec. 
11.4, we formulate an abstract notion of support of critical cone and prove 
that the system of inequalities defining this cone possesses a Hoffman's error 
bound on the support. The main results of sec. 11.1-11.3 were published in 
(6] without proofs . Sec. 11.4 was written in 2007. 

11.1 On the compatibility of a linear system on a cone. 

Let X be a linear space, li : X --> R, i = 1, ... , k a set of linear functionals, 
K a convex cone in X . Consider the following system: 

(l;, x )+~i '.S 0, i=l, ... ,k, x E K. (110) 
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We will write it briefly as 

l(x)+e::;o, xEK (111) 

where l : X ----> Rk is a linear operator which corresponds to the set of linear 
functionals li: X----> R, i= 1, .. . , k, and e = (6, . .. ,ek)* E Rk. 

Set n = l(K) + Ri, where l(K) is the image of the cone K under the 
mapping l : K ----> Rk . lt is elear that n is a convex cone in Rk, and system 
(111) is compatible iff (-0 En. 

Lemma 11.1. Assume that the cone n is closed. Then system (111} is 
compatible iff the relations1 a E Ri*, al(K) 2 O imply that ae :<::; O. 

Proof. Let system (111) be incompatible, i.e., -e (/. n. Since n is convex 
and closed cone, there exits a vector a E Rh such that a( -O < O :<::; an, 
w here an = { aw I w E n}. The inequality an 2 o implies that al ( K) 2 o 
and aRi 2 O. Consequently, a 2 O. Moreover, ae > O. Thus, we obtain: if 
the relations a E Ri*, al(K) 2 O imply that ae :<::; O, then system (111) is 
compatible. 

Vice versa, let system (111) be compatible, and let x 0 be a solution to 
this system. Let a E Rh and al(K) 2 O. Since xo E K, we have al(xo) 2 O. 
Consequently, ae :<::; al(xo)+ae = a(l(xo)+e) :<::;O.The lemma is proved. O 

If K = L, where Lis a subspace in X, then the cone n= l(L) + Ri is 
closed. It follows from the fact that, in this case, n is a finite faced cone, 
since n is the sum of the subspace l(L) and a finite faced cone Ri. Moreover, 
the inequality al(L) 2 O is equivalent to the equality al(L) = O. Thus we 
obtain the following consequence from Lemma 11.1. 

Corollary 11.2. Let K = L, where L is a subspace in X. Then system 
( 111) is compatible iff the relations a E Ri*, al ( L) = O imply that ae :<::; O. 

11.2 On the existence of Hoffman's error bound on a cone. 

Now consider a second question: how to estimate the distance from the 
origin to the set of the solutions to the system of linear inequalities on a 
cone. 

Definition 11.3. We say that system (111) has the Hoffman's error bound 
if there exists a finite dimensional subspace H C X such that for any norm 
li · 11 in H there exists a constant N = N(l, K, H, 11 · li) > O such that the 
following condition holds: if system (111) is compatible, then the system 

l(x)+e::;o, xEKnH (112) 

1 For AC IR the inequality A::?: O means that inf A::?: O. 
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is compatible too, and there exists a solution xo to system (112) such that 

[lxoll::::; Nle+I, 

where 1e+I = max ei+, and ei+= max{ei,O} . 
l:5i:,'.;k 

(113) 

The well-known Hoffman's lemma state that if K = X and X is finite 
dimensional, then system (111) has the Hoffman's error bound. 

Below we will study the question: when system (111) has the Hoffman's 
error bound? We will not assume that the space X is finite dimensional. 

Recall that a cone C is called finite generated if there exists a finite set 
of its elements a1, ... , a5 (generators od the cone) such that each element 
x E C may be represented ' as x = >-1a1 + ... + A5 a5 with >-1 2: O, ... , As 2: O. 
In a finite dimensional space, a cone is finite faced iff this cone is finite 
generated. 

Hoffman's lemma has the following simple generalization. 

Lemma 11.4. Assume that n = l(K) + JRi is a finite faced cone. Then 
system (111} has the Hoffman's error bound. 

Proof. Since n is a finite faced cone in JRk, then n is finite generated. Let 
e = l(xi) + il, i= 1, ... , r be the generators of the cone n, where Xi E K, 
r/ E JRi, i= 1, . . . , r. Let H be a linear span of the set {x1 , x2 , ... , xr}. Then 
it is easy to see that n = l ( K n H) + JRi. The cone K n H is finite generated 
and hence finite faced in H. Consequently, there exist linear functionals 
m1: H---> JR, j = 1, .. . ,s such that KnH = {x EH I (m1,x)::::; O, j = 
1, . .. , s }. In the finite dimensional subspace H, !et us consider the system 

(łi,x)+ei::::;o, i=l, . .. ,k, (m1,x)::::;O,j=l, ... ,s. (114) 

The set of solutions to system (114) contains in the set of solutions to system 
(114); moreover, both sets are empty or nonempty simultaneously. Now, 
using Hoffman's lemma for system (114), we obtain needed error bound. 
The lemma is proved. • 
Corollary 11.5. If K = L is a subspace in X, then n = l(K) + JRi is a 
finite faced cone, and hence system {111} has the Hoffman's error bound. 

Thus, Hoffman's lemma has an analog in any linear space. 

11.3 Special case, where Hoffman's error bound holds. 

Lemma 11.6. Let Y be a locally convex topological space, X = Y* a dual 
space, Ky a closed convex cone in Y, K = Ky a dual cone in X, li, i = 

1, .. . , k a set of elements of the space Y considered as linear functionals on 
X. Denote by Kl the cone in Y generated by the elements l;, i= 1, . .. , k, 
i.e. Kl= {y = al I a E JRi*}. Assume that KlnKy CSC Ky, where S is a 
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subspace in Y. The n n = ł ( K) + JR't, is a finite f aced cone, and hen ce system 
(111) has the Hoffman's error bound. Moreover, system (111) is compatible 
iff the conditions a E JR'+.*, al E Ky imply that a( :S O. Particularly, for any 
xa E K the system l(x + xa) :S O, x E K is always compatible. 

The proof of this lemma will be based on the following theorem. 

Theorem 11. 7. Let Y be a locally convex topological space, Ki CY a finite 
generated cone, K2 C Y a convex closed cone. Assume that K1 n K2 C S C 
K2, where S is a subspace in Y. Then (K1 n K2)* =Ki+ K2-

Proof. (a) At first, consider the case K1 n K2 = S c K2, where S is a 
subspace in Y. Set Q = Ki + K2. We have to show that Q = S*. 

It is obvious, that S* = (K1 n K2)* :) Ki+ K2 = Q. Next, it is easy to 
check that, for two nonempty cones, the dual cone to their sum is equal to the 
intersection of their dual cones. Therefore, Q* =(Ki+ Kn* = Ki* n K 2*. 
Since K1 is a finite generated cone, we have Ki*= K1. Moreover, K1 CY. 
Consequently, Q* = K1 nK2* = K1 n (K2* n Y). Since K2 is a convex closed 
cone and Y is a locally convex topologi cal space, we have that Kt n Y = K 2 

(here, local convexity ofY is important). Thus we obtain Q* = K1nK2 = S. 
Moreover, Q c S*. Let us show that this implies the equality Q = S*. 

Assume that Q C S* and Q f= S*. Then there exists x E S* such 
that x (f. Q. Consequently, there exists x* E Q* such that (x*, x) < O. 
Since x* E Q*, Q* = S, and x E S*, we have (x*, x) ~ O. We arrive at 
contradiction. Therefore our assumption Q =f. S* is not true, i.e., Q = S*. 

(b) Now, consider the generał case K1 n K2 C S C K2, where S is 
a subspace in Y . Since the cone K 1 is finite dimensional, without loss of 
generality, we may assume that the subspace S is finite dimensional. 

Let us set k1 = K1 + S. Let us show that K1 n K2 = S. Since O E K1, 
then SC K1 . Moreover, SC K2. Therefore, SC K1 n K2 . 

Vice versa, let Y2 E K2 and Y2 E K1 = K1 + S, i.e. Y2 = Yl + s, where 
Yl E K1 and s E S. Since S is a subspace, we have -s E S. Therefore, -s E 
K2. Since K2 is a convex cone, we have y1 = Y2 - s E K2. Consequently, 
Y1 E K1nK2 CS. Therefore, y2 = y1 +s ES. This implies that k 1nK2 CS. 
Consequently, k1 n K2 = S. 

Since K1 n K2 c S c K2, we have K1 n K2 = K1 n S. The cone K1 
is finite generated, and S is a finite dimensional subspace, hence S may 
also be considered as a finite generated cone. As is well-known for finite 
generated cones, the dual cone to their intersection is equal to the sum of 
their dual cones. Therefore, (K1 n K2)* = (K1 n S)* = Ki + S*. Further, 
since k 1 nK2 = S c K2 and k 1 = K1 + S is a finite generated cone, in virtue 
of (a), we have S* = (K1 nK2)* = ki+Kt But ki = (K1 +S)* = KinS* . 
Consequently, S* = Kj n S* + K 2. Thus, we get (K1 n K2)* = Ki+ S* = 
Ki + (Ki n S*) + K2. The theorem is proved. • 
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Proof of Lemma 11.6. Set C = (K1 n Ky)*. Let us show that n= 
l(C) + IRi . Indeed, in virtue of Theorem 11.7, C = Kt + Ky. Consequently, 
l(C) = l(Kt)+l(Ky ). But, obviously, l(Kt) c IRi, and hence l(Kt)+IRi = 
IRi. Consequently, l(C) + IRi = l(Ky) + IRi = l(K) + IRi = n . Further, it 
is easy to see that Ki n Ky = Ki n S. Since Ki is a finite generated cone 
and S is a subspace, Ki n S is a finite generated cone too. Consequently, 
C = (Ki n K y )* is a finite faced cone in X. This implies that n = l( C) + IRi 
is a finite faced cone too. 

Since each finite faced cone is closed, by Lemma 11.1, the compatibility 
of the system l(x) +~::::;O, x E K is equivalent to the condition: if a E IRi, 
al(K) 2 O, then a~ ::::; O. But since l; E Y for all i, the condition al(K) 2 O 
is equivalent to the condition al E K* n Y = Ky . This implies the last 
assertion of the lemma on the compatibility of the system. In particular, 
if xo E K and fo = l ( xo), then the conditions al E K y, a E IRi imply 
al E S C Ky . Since S is a subspace, K = Ky, and xo E K, we have 
al(xo) = O, i.e. afo = O. Thus, in this case the system is compatible. The 
lemma is proved. O 

11.4 Abstract notion of support of critical cone 

Let Y be a Banach space, X = Y* a dual space, l;, i = 1, . .. , k a set of 
elements in the space Y considered as linear functionals on X, C a closed 
convex cone in Y, n = C* a dual cone in X. Set K = {x E n I l;(x) ::::; 
O, i = 1, .. . , k}. The cone K will serve us as an abstract analog of the 
critical cone (see, eg., [l]) . We will define the notion of support of the cone 
K. Set Q = {l = I:7=1 a;l; I a; 2 O, i= 1, ... ,k} . For any y E Q and for 
any x E K we obviously have: (y, x) ::::; O. 

Assume that there exists an element Yl E Q such that Yl (S1) 2 O, i.e. 
Yl EC, and let there exists x1 En such that (y1,x1) > O. Set f21 = {x E 
n I (Y1,x) = O}. Then K c f2 1. Moreover, the cone n 1 is dual to the 
cone C1 := C + Span{yi}, where Span{yi} is a one dimensional subspace 
generated by vector y1. Indeed, (C + Span{yi})* = C* n Span{yi}* = 
nn {x EX I (Y1,x) = O}= f21. 

Assume that there exists an element y2 E Q such that y2(S11) 2 O, i.e. 
Y2 E C1, and let there exists x2 E f21 such that (y2, x2) > O. Set f22 = { x E 
f21 I (y2, x) = O}. Then the cone f22 is dual to the cone C2 := C1 + Span{y2}. 

Assume that we get the cones S11, S12, ... , n.-1, dual to the cones Ci, 
C2, ... ,Cs-I, respectively, and functionals YI E Q n C, Y2 E Q n C1, ... , 
Ys-1 E QnCs-2 · Let there exists an element Ys E Q such that Ys(f2._i) 2 O, 
i.e. Ys E Cs - 1, and there exists X 8 E n.-1 such that (Ys, x 8 ) > O. Set 
n. = {x E n. - 1 I (y.,x) = O}. Then the cone n. is dual to the cone 
c. := Cs-I+ Span{y.}. The vectors YI, ... Ys are linear independent, 
therefore this process will be finished on a finał step s . Let us show that the 
vectors YI, . . . Ys are linearly independent. Let there exist numbers >..1, ... , 
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As-1 such that Ys = A1Y1 + .. . + As-lYs-1 • Since Yk(rlk) = O, k = l, .. . , s - 1 

and fls C fls-1 C ... C rl1 C rl, we get Yk(fls-1) = 0, k = l, ... , s - 1„ 
and hence Ys(fls-1) = O. We arrive at contradiction. Consequently, Ys (/. 

Span{y1, ... , Ys-d· 
Let the system y1, ... Ys be maxima!. Then for the cone n. we have: if 

y E Q be such that y(rls) ?: O, i.e. y E c., then y(rl.) = O. In this case we 
have (-y) E C 5 • It means that the linear span of the intersection Q n c. 
is a subspace in c •. Denote this subspace by H. Set S = n., Sy = c •. 
Then Sy = S, Syn Q C H C Sy, where His a subspace in the cone Sy. 
Thus, for the system of functionals 11, . .. , lk on the cone S, the assumptions 
of Lemma 11.6 are satisfied . By this lemma, for any xo E S, the system 
l(x + xo) ~ O, x E S is compatible and has the Hoffman's error bound. We 
call S the support of the cone K. 

Remark 11.8. Denote by l;, i= 1, . .. , k functionals of the set 11, ... , lk such 
that l;(K) = O. The functionals l; which do not posses this property we 
denote był;, i= 1, ... ,k. By definition, for each ł; there exits an element 
:r; E K such that_ł;(:r;) <;: O. Set x = r x; . Then x E K, and l;(x) < O 
for all i= 1, .. . ,k . Set n= {x En I l;(x) = O \li}. One can show that 
KC D C S, and, for any xo E D, the system l;(x0 + x) ~ O, i = 1, ... , k, 
x E D, is compatible and has the Hoffman's error bound. Question: is 
it true that D, = S? A simple example shows that this is not true. Let 
k = 2, 11 be such that l1(rl) = JR?., and 12 = -11. Then ł1 = 11, ł2 = 12 and 
K = D, = {x E fl I l1(x) = O} 7" fl = S. 
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