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Abstract: At present a great deal of research is being dane in different aspects of Content-Based 
Image Retrieval (CBIR). Image classification is one of the most important tasks in 
image retrieval that must be dealt with. The primary issue we have addressed is: how 
can the fuzzy set the01y be used to handle crisp image data. We propose fazzy rule­
based classification of image objects. To achieve this goal we have built fazzy rule­
based classifiersfor crisp data. In this paper we present the results offazzy rule-based 
classification in aur CBIR. Furthermore, these results are used to construct a search 
engine taking inio account data mining. 

Keywords: CBIR, spatial relationship, fazzy systems, fuzzy rule-based classification, pattern 
recognition, image search engine. 

1. Introduction 

In recent years, the availability of image resources and large image datasets has 
increased tremendously. This has created a demand for effective and flexible techniques for 
automatic image classification and retrieval. Although attempts to construct the Content­
Based Image Retrieval (CBIR) in an efficient way have been made before, a major problem 
in this area, which is the extraction of semantically rich metadata from computationally 
accessible low-level features, stili poses tremendous scientific challenges. Images and 
graphical data are complex in terms of visual and semantic contents. Depending on the 
application, images are modelled using their 

• visual properties (or a set ofrelevant visual features), 

• semantic properties, 

• spatial or tempora! relationships of graphical objects. 

Over the last decade a number of approaches to CBIR have been proposed, e.g. Deb [6] , 
Niblack et al. [16], Ogle and Stonebraker [18], Pons et al [19], Lee et al. [13], Berzal et al. 
[2]. Recently, Ali [l] has applied rough sets to image classification and retrieval. 

Having analysed various CBIR system strengths and weaknesses, it seems necessary to 
introduce fuzzy information models into image retrieval, based on high-level semantic 
concepts that perceive an image as a complex whole. Zadeh's fuzzy set theory has allowed 
us to develop new prograrnming tools, concerned with graphical applications and dealing 
with imperfect pictorial data [4] . Within the scope of semantic properties, as well as 
graphical object properties, the first successful attempt was made by Candan and Li [3], 
who constructed the Semantic and Cognition-based Image Retrieval (SEMCOG) query 
processor to search for images by predicting their semantic and spatial imperfection. Liu et 
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al. [14] address the problem of narrowing down the 'semantic gap' that stili exists in CBIR 
systems. 

The classification problem is crucial for multimedia information retrieval in generał, and 
for image retrieval in particular. There are a number of standard classification methods in 
use, same of which are briefly described belo w: 

• A very simple classifier can be based on the k-nearest-neighbour approach. In this 
method, one simply finds in the n-dimensional feature space the closest objects from 
the training set to an object being classified. It is a type of instance-based learning, 
or lazy learning. The k-nearest neighbour algorithm is sensitive to the loca! data 
structure [5]. 

• A Support Vector Machine constructs a set of hyper-planes in a high-dimensional 
space which can be used for classification. Intuitively, good separation is achieved 
by the hyper-plane that has the largest distance (functional margin) to the nearest 
training data point of any class. If classes are linearly separable, a separating hyper­
plane may be used to bisect the data. However, it is often so that the classes are 
linearly inseparable, then kernels are used to map non-linearly the input data to a 
high-dimensional space (feature space). The classes under this mapping may be then 
linearly separable [7]. 

• The Bayesian decision theory is the basis of statistical classification methods. It 
provides the fundamental probability model for well-known classification 
procedures such as the statistical discriminant analysis. A naive Bayes classifier 
assumes that the presence ( or absence) of a particular feature of a class is unrelated 
to the presence ( or absence) of any other feature, given the class variable. Depending 
on the precise nature of the pro ba bili ty model, naive Bayes classifiers can be trained 
very efficiently in a supervised learning setting. In spite of their oversimplified 
assumptions, naive Bayes classifiers have worked quite well in many complex real­
world situations [20] . 

• Neural network methods are widely known. The advantage of neural networks lies in 
the following theoretical aspects. First, neural networks are data driven self-adaptive 
methods. Second, they are universal functional approximators in that neural 
networks can approximate any function with arbitrary accuracy. Third, they are 
nonlinear models, which makes them flexible in modelling real world complex 
relationships [22). 

• The decision tree methods, are widely used for same classification problems. The 
algorithms that are used for constructing these trees usually work top-down by 
choosing a variable at each step that is the (next) best variable to use in splitting the 
set of items. A tree can be trained by splitting the source set into subsets based on an 
attribute value test. This process is repeated on each derived subset in a recursive 
manner called recursive partitioning [7]. 

Having examined the above-mentioned methods, we have chosen a fuzzy rule-based 
classification to check the result of classification in troublesome cases as the most promising 
algorithm. The results we receive thanks to the adoption of this algorithm will support our 
pattern library with the intention of enabling the user to build their image query in as natura! 
a way as possible. 'Natura!' here means handling such objects as houses, trees, water instead 
of a red square, blue rectangle, etc. 

In this paper we present a fuzzy rule-based classifier for object classification which 
takes into account object features, together with spatial location of segmented objects in the 

.. 
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image. In order to improve the comparison of two images, we need to classify these objects 
in a semantic way. We present the concept of an image search engine which takes into 
account object feature vectors, together with spatial location of segmented objects in the 
image. 

1.1. CBIR concept overview 

In generał, our system consists offour main blocks (see Figure 1): 

I. the image preprocessing błock (responsible for image segmentation), implemented in 
Matlab, (cf. [12]); 

2. the database, which is implemented in Oracle Database (DB), stores information 
about whole images, their segments (here referred to as graphical objects), segment 
attributes, object location, pattern types and object identification, ( cf. [11 ]); 

I New image I 

Image content analysis 

-··-···-·------
Bnsic image fenturcs , 

histogram 
,, colour 

loc:nion 

Object recognition level 

Graphical user's 
interface 

colour 
shape 

tcxturc 
cdgcs location 

spatial relations 

Search engine (~s~0 
'-... M,ttch meusures '\., / 

Spatiul rclationship ~-­
Feature vectors 

Search results 

Figure I. Błock diagram of our content-based image retrieval system. 

3. the search engine responsible for the searching procedure and retrieval process based 
on feature vectors of objects and spatial relationship of these objects in an image, 
implemented in Matlab; 

4. the graphical user's interface (GUI) which allows users to compose their own image, 
consisting of separate graphical objects as a query. Classification helps in the 
transition from rough graphical objects to human semantic elements. We have had to 
create a user-friendly semantic system, also implemented in Matlab. 

1.2. Representation of graphical data 

In our system, a new image is segmented, yielding as a results a collection of objects. 
Bath the image and the extracted objects are stored in the database. Each object, selected 
according to the algorithm presented in detail in [12], is described by same low-level 
features. The features describing each object include: 

• average colour kav, 
• texture parameters Tp, 
• area A, 
• convex area Ac, 
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• filled area AJ, 
• centroid {Xe, YcL 
• eccentricity e, 
• orientation a, 
• moments ofinertia m11, m12, m21, m22, 

• bounding box {bb1(x,y), ... , bb4 (x,y)}, 
• major axis length m1ong, 

• minor axis length m,hon, 

• solidity s, 
• Euler number E 
• Zernike moments Zoo, . .. ,Z33. 
• and some others. 
Let Fo be a set offeatures where: 

Fo= {kav, Tp, A, Ac, ... , E} 

Hence, for an object, we construct a feature vector 

where n is the number of the above-mentioned features. 

Tatiana Jaworska 

(1) 

(2) 

1.3. Classification problem in CBIR 

The feature vector (2) is further used for object classification. Therefore, we propose to 
define a pattem for each class of objects at first in order to assign new images to a particular 
class. We define a representative feature vector, of the same length as all component feature 
vectors and name it a partem Pk for each class. Parterns can be created in different ways. 
The simplest method is a calculation of the average value of each vector component. 

We also assume weights µk (i) for all partem features where: k is a number of classes, i is 
a number offeature, 1 s; is; n. Weights satisfy: µk(i)e[O,l] . These weights for each partem 
feature should be assigned in terms of the best distinguishability of parterns and we assign 
them in a heuristic way. More sophisticated methods can also be used. 

For all these data we create the partem Iibrary (also stored in the DB) which contains 
information about partem types and allowable parameter values for an object. 

The above described procedure supports object classification which is crucial in the 
context of a CBIR and is used for severa! purposes, for example [21): 

1. to compare whole images. Specifically, an algorithm which describes a spatial object 
location needs classified objects. 

2. to help the user form a query in GUI. The user forms a query choosing graphical 
objects semantically collected in groups. 

3. to compare image objects coming from the same class as a stage in the image 
retrieval process. Details are presented in sec. 5. 

2. Fuzzy classification 

In spite of the existence of numerous classifiers, of which some were mentioned in sec. 
1. 1, in the case when ranges of feature values overlap the use of fuzzy classification seems 
to be justified. 

1, 
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According to Zadeh (22] a fuzzy set F in U is uniquely specified by its membership 
function µp: U• (O,l]. Thus, the fuzzy set is described as follows 

F= {(u, µp (u))lu E-U} (3) 

For our purpose, we use a trapezoidal membership function µ 1 which is defined by four 
parameters a, b, c, d: 

{
(u - a)/(b - a~'. ~ ~ ~ $ b 

µt(u; a, b, c, d) = 1, b $u$ c 
(d - u)/(d - c), c $u$ d 

O, d < u 

(4) 

Let F and G be two fuzzy sets in the universe U, we say that F ~ G <=:> µp (u) :S µc (u) , 
V u E U. The complement of F, denoted by FC, is defined byµ/ (u) =l - µp (u). Further­
more, the intersection F n G and union Fu G are defined as µFr. G = min (µp (u), µ 0 (u)) 
and µF u c = max (jtp (u), µc (u)), respectively. 

2.1. Fuzzy rule-based classifiers 

Let us consider an M-class classification problem in an n-dimensional normalized hyper­
cube [O, l]". For this problem, we use fuzzy rules of the following type [8] : 

Rule Rą : If x1 is Aą1 and ... and Xn is Aąn then Class Cą with CFą, (5) 

where Rą is the label of the l' fuzzy rule, x = (x1, ... , Xn) is an n-dimensional feature vector 
(2), Aą; is an antecedent fuzzy set (i= I , ... ,n), Cą is a class label, CFą is a real number in the 
unit interval [O, l] which represents a rule weight. The rule weight can be specified by a 
heuristic manner or it can be adjusted, e.g. by a learning algorithm introduced by Ishibuchi 
et al. (17], [9]. We use the n-dimensional vector Aą = (Aą1, .. . , Aąn) to represent the 
antecedent part of the fuzzy rule Rą in (5) in a concise manner. 

A set offuzzy rules Sof the type shown in (5) forms a fuzzy rule-based classifier. When 
an n-dimensional vector Xp = (xp 1, ... , Xp11) is presented to S, first the compatibility grade ofxp 
with the antecedent part Aą of each fuzzy rule Rą in S is calculated by the product operator 
as 

µ,.,, (xp) = A,,, (xp 1) x .. . x µ,.,,, (xp11 ) for Rą E S, (6) 

where f..1,.,; (.) is the membership function of Aąi· Then a single winner rule Rw(xp) is 

identified for Xp as follows: 

w(xp) = arg max{CFą x µA (xp) I Rą ES}, 
ą ą 

(7) 

where w(xp) denotes the rule index of the winner rule for Xp, 

The vector Xp is classified by the single winner rule Rw(xp) belonging to the respective 

class. If there is no fuzzy rule with a positive compatibility grade of Xp (i.e., if Xp is not 
covered by any fuzzy mies in S), the classification of Xp is rejected. The classification of Xp 

is also rejected if multiple fuzzy mies with different consequent classes have the same 
maximum value on the right-hand side of (7). In this case, Xp is on the classification 
boundary between the different classes. We use the single winner-based fuzzy reasoning 
method in (7) for pattern classification. 
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An ideał theoretical example of a simple three-class, two-dimensional pattern 
classification problem with 20 patterns from each class is considered by Ishibuchi and 
Nojima [8] (Fig. 2 a)). There three linguistic values (small, medium and large) were used as 
antecedent fuzzy sets for each of the two attributes, and 3x3 fuzzy rules were generated. S1 
was the fuzzy rule-based classifier with the nine fuzzy rules shown below: 

S1: fuzzy rule-based classifier with nine fuzzy rui es 
R1: Ifx1 is small and x2 is small then Class2 with I.O, 
R2: If x1 is small and x2 is medium then Class2 with I .O, 
R3: Ifx1 is small and x2 is large then Class! with I.O, 
R4 : If X1 is medium and x2 is small then Class2 with I.O, 
Rs: If X1 is medium and X2 is medium then Class2 with 1.0, 
R6: If x1 is medium and x2 is large then Class! with 1.0, 
R1 : If x1 is large and x2 is small then Class3 with I.O, 
R8: If x 1 is large and x2 is medium then Class3 with I.O, 
R9: If x1 is large and X2 is large then Class3 with I.O. 

For simplicity, the rule weight is 1.0 in S1• The location of each rule is shown in Figure 
2 b). 

o o 

O Class I • Class 2 l!> Class 3 

o •• 
• ~ • •• 

:• • ·-a· 
• ci • • 

; "li" 
A 
A 

O.O x 1 I.O a) 

R3 R6 R9 

R2 Rs Rs 

R1 R4 R1 

Figure 2. a) An ideał example of fuzzy rule-based classifier S1 developed by Ishibuchi and 
N oj ima [8]; b) Classification boundaries for fuzzy rule-based classifier S1• 

3. Classification results 

b) 

Based on the data collected in our CBIR system (n = 32 features for each graphical 
object), we have analysed the most distinguished features to present our experimental 
results. As an example, we have chosen three classes from graphical objects in the training 
subset, namely: class! - roof, class2 - window frame and class3 - window pane, presented 
respectively in Figure 3. 

For our fuzzy rule-based classifier we have chosen a trapezoidal membership function 
(cf. (4)), as it is more convenient to represent the character of our data. We construct the 
fuzzy rule-based classifier S,1 based on data from a training subset. This classifier consists 
of nine fuzzy rules: 
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Figure 3. Examples of graphical objects used as class I - roof a), class2 - window frame b) and 
class) - window pane c) from the training subset. 
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Figure 4. Three-class problem with two features: x 1 - area and x2 - eccentricity characterising 
pattern. 

S,1: fuzzy rule-based classifier with nine fuzzy rules 
R 1: If x 1 is small and x2 is small then Class2 with I.O, 
R2: If x1 is small and x2 is medium then Class2 with I.O, 
R3: Ifx1 is small and X2 is large then Class2 with I.O, 
R4: Ifx 1 is medium and x2 is small then Class3 with I.O, 
R5: If x1 is medium and x2 is medium then Class3 with I.O, 
R6: If x1 is medium and x2 is large then Class) with I .O, 
R7: If x 1 is large and x2 is small then Class! with I.O, 
Rs: Ifx1 is large and X2 is medium then Class! with I.O, 
R9: If x1 is large and x2 is large then Class! with I.O. 

As we mentioned earlier, in aur experiment we used a three-class problem for two pairs 
of features: x1 - area and x2 - eccentricity (showu in Fig. 4), and x1 - area and x2 - solidity 

7 



8 Tatiana Jaworska 

(shown in Fig. 5). These above-mentioned features describe the same classes of objects. For 
the latter pair we construct classifier S,3 analogically to S,1• 

E 
:, 
u 
(I) 

E 

ro 
E 
"' 

o 

07 

;,. i 06 

0.5 

04 

The mvst clistin9u1Shed param>:!te-r:, 

area 

small medium large 

~~I -~X~-~X~-x, 
Figure 5. Three-class problem with two features: x 1 - area and x2 - solidity characterising pattern. 

Class1fication results 

small medium large 

~.__I ----"'><_.,._____X..,___,._ _ __, 
X1 

Figure 6. The black asterisk is a classified element for the fuzzy rule classifier S,1 with nine mies. 
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Figure 7. The black asterisk is a classified element for the fuzzy rule classifier S„3 with nine rules. 

According to the fuzzy rule-based classifiers S„1 and Sr3 we can classify a new object 
depicted as a black asterisk from unknown "class?" in Fig. 6 and 7 to class!, respectively. 
After a comparison with the real image object, we can conclude that the classified object, in 
fact, belongs to class!. This confirms that we can use the single winner-based fuzzy 
reasoning method for our pattern classification (see Fig. 6 and 7). 

Let us try to simplify the fuzzy rule-based classifier S1. We can see from Fig.2 a) that all 
training patterns with large values of x 1 are from class3 . Accordingly, the last three fuzzy 
mies R1, Rs and R9 in S1 with the same antecedent condition "x1 is large" have the same 
consequent class (i.e. class3). This observation suggests that we could combine that last 
three rules R7, Rs and R9 of S1 into a single fuzzy rule: 

R789: Ifx1 is large then Class3 with I.O. 

Hence, ifthe negation of large (i.e., not large) is used in the antecedent part, the number 
of fuzzy rui es in S1 can be described as (8]: 

S2: fuzzy rule-based classifier with three fuzzy rules 
R1245: If x1 is not large and x2 is not large then Class2 with I.O, 
R36: Ifx1 is not large andx2 is large then Class! with I.O, 
R789: Ifx1 is large then Class3 with I.O. 

where the membership function of not large is defined as: 

µ not large (x) = I - µ large (x) for O~ X~ I (8) 

Now, we show the use of a fuzzy rule-based classifier with three rules for our three­
class problem, but, in our case, we use the negation of small (i.e., not small) in the 
antecedent part, where: 

9 
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S,2: fuzzy rule-based classifier with three fuzzy rules 
R23: If x1 is small and x2 is not small then Class3 with I .O, 
Rs6s9: If x1 is not small and Xi is not small then Classl with 1.0, 
R147: If x2 is small then Class2 with 1.0. 

where the membership function of not small is defined as: 

µ not small (x) = 1 - µ small (x) for Os; X s; 1 (9) 

For this purpose we have chosen the fuzzy rule-based classifier S,2. As we have 
mentioned earlier, in our second experiment we used a three-class problem with two 
features: x1 - minor axis length and x2 - blue component of RGB colour. We use the same 
classes (classl - roof, class2 - window frame and class3 - window pane). As it is shown in 
Fig. 8, the three rules are enough to separate the objects in our real data. 
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Figure 8. Classification with three fuzzy rules S,2; x1 - minor axis length and x2 - blue. 

According to the fuzzy rule-based classifier S,2, we can classify a new object depicted 
as a magenta asterisk from unknown "class?" in Fig. 9 to class 1. After a comparison with the 
real image object, we can conclude that the classified object in fact belongs to class!. This 
confirms that we can use a single winner-based fuzzy reasoning method for our pattern 
classification (see Fig. 9). 

4. Use of classified objects in CBIR 

Therefore, we have to classify objects, op. cit. Jaworska [1 OJ, in order to : 

1. use particular patterns as classes. We stare these data in DB to use them in CBIR 
algorithms; 

2. specify a spatial object location to compare whole images in our system. 
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3. help the user ask a query in GUI. The user chooses for a query graphical objects 
semantically collected in groups; 

4. compare image objects coming from the same class as a stage in the image retrieval 
process. 
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Figure 9. Classification results for a classifier with three fuzzy mies S„2, where the magenta asterisk 
is a classified element. 

5. Construction of the search engine 

Now, we will describe how the similarity between two images is determined and used to 
answer a query. For the comparison of the spatial features of two images, an image l; is 
interpreted as a set of n objects composing it: 

lq = {oil, Oa, ... , O;n} (10) 

Let a query be an image Ią, such as Ią = {oą1 , oą2, ... , Oqn}, An image in the database will 
be denoted as h, h = {ObJ, Ob2, .. . , Obm} , In order to answer the query, represented by Iq, we 
compare it with each image Ib in the database in the following way. 

Let us assume that there are, in total, M classes of the objects recognized in the database, 
denoted as labels L1, L2, ... , LM. Then, by the signature of an image l; (cf. (10)) we mean the 
following vector: 

Signature(J;) = [nobc; 1, nobc;2, .. . , nobc;M] (11) 

where: nobc;k denotes the number of objects of class Lk present in the representation of an 
image !;. First of all, we determine a similarity measure simsgn between query Iq and 
imageh: 
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sim,,.([.,!,)= d(sgn (J.),sgn(J,)) (12) 

computing the distance between two vectors of their signatures. 
Ifthe similarity (12) is smaller than a threshold (a parameter of the query), then image lb 

is rejected, i.e., not considered further in the process of answering query lg. Otherwise, we 
proceed to the next step and we find the spatial similarity simrcv of images lg and h 
computing the Euclidean distance between their PCVs as: 

sim,cvU,,I,) = 1- ✓t,<PCV., -PCV,;)' (13) 

Ifthe similarity (13) is smaller than the threshold (a parameter of the query), then image 
lb is rejected, i.e., not considered further in the process of answering query lg. Otherwise, we 
proceed to the fina! step, namely, we compare the similarity of the objects representing both 
images lg and lb. For each object Og; present in the representation of the query lg, we find the 
most similar object Obj of the same class, i.e., Lg; = Lbj• If there is no object Obj of the class 
Lg;, then simob (og;, ob) is equal to O. Otherwise, similarity simob (og;, Ob) between objects of 
the same class is computed as follows: 

sim,.(o,,,o,) = 1- I,(Fo,n -Fo,1,)' 
I 

(14) 

where l indexes the set offeatures Fo used to represent an object, as described in (1). When 
we find highly similar objects (for instance, simob > 0.9), we eliminate these two objects 
from the process of comparison described by Mucha and Sankowski [15]. This process is 
realized according to the Hungarian algorithrn for the assignment problem implemented by 
Munkres. Thus, we obtain the vector of similarities between query lg and image lb. 

. -[sim,b(~,,,o.,)j 
s1m(/,,,I,)- . 

Siffiob ( 0 q11' 0h11) 

(15) 

where n is the number of objects present in the representation of lg. In order to compare 
images lb with the query lg, we compute the sum of simob (og;, Ob;) and then use the natura! 
order of the numbers. Thus, the image lb is listed as the first in the answer to the query lg, for 
which the sum of similarities is the highest. 

6. Conclusions 

In this paper, first we have determined the ability of fuzzy sets and fuzzy rule-based 
classifiers to classify graphical objects in our CBIR system. We have shown an example of 
classification based on nine and three fuzzy rules according to the data character. We have 
chosen the most distinguished coordinates from a feature vector in order to exemplify the 
proposed method that seems to be quite promising. 

Intensive computational experiments are under way in order to draw some conclusions 
regarding the choi ce of parameters for the model. We are also verifying object classification 
and identification procedures that have been established. The GUI prototype which has been 
constructed is being put to test. However, the preliminary results we have obtained so far, 
using the simplest configuration, are quite hopeful. 

As for the prospects for future work, the implementation of an optimised procedure 
should prove the feasibility of the approach. We expect a reasonable performance from the 
evaluation strategy outlined in the paper. 
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