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Abstract: The statistical procedure for determination of the relation type — equivalence

or tolerance — in a finite set on the basis of multiple comparisons with random errors is

presented in the paper. The procedure consists of two tests based on probabilistic

inequalities; it is extension of approach presented in Klukowski 2006. The test statistics is

based on a mixture of some random variables; it rests on estimated form of both relations.

Two cases are examined: aggregation of multiple comparisons of each pair with the use

of the average and the median. The estimates of the relations are obtained on the basis of

some discrete programming tasks.
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1. Introduction

The methods of estimation of the relation form - equivalence or tolerance - presented

in Klukowski 1990, 2002, 2007 are based on the assumption, that the type of the relation is
known. In practice it may be often not true; therefore the decision rule for determination the
type of the relation (the model of data) is necessary. In the paper some statistical procedure
for this purpose is proposed. It is based on two statistical tests, which rest on: estimated form
of the relations and some probabilistic inequalities. The estimators of the relations exploit the
idea the nearest adjoining order (see Slater P. 1961, David 1988). The test statistic is based on
a mixture of some random variables; two parameters of one component of the mixture are

determined: the expected value and variance evaluation. Multiple comparisons are aggregated



with the use of the average or the median. Let us notice, that the tolerance relation can be
regarded as a case of fuzzy relation with the membership function equal to one for some
number of sets. The example of such relation is a set of patients with some disease, which can
be result of many sources, e.g. sclerosis can be a result of: mode of life, nutrition, genetic
structure or any conjunction of these features.

2. Basic definitions and notation

The equivalence relation (reflexive, symmetric, transitive) divides the set X into m

(m1>2) subsets 7. (r=1, ..., m) with empty intersections, i.e.:

X=(z® 20N 0={0), forr#s, )

ro s
r=1

where: {0} - empty set.
The tolerance relation divides the set X into n; (12 22) subsets 1:(2) (=1, ..., my) with

at least one non-empty intersection, i.e. the relation is not transitive. It satisfies the conditions:

X =(7® (m>2) and there exists at least one pair of subsets z.®, 7@ (r#s) with non-
r=1

empty intersection: 3.~ 1@ {0},
The equivalence relation is characterized with the use of the function 77 : X x X — D,
D= {0, 1}, defined as follows:

[0 if there exists z;(') satisfying the condition (x;, x))e 1;(1), #,

Ty(x;, x) =1 )
L1 otherwise.

The tolerance relation is characterized with use of the function 75 : X x X D,
D ={0, 1}, defined as follows:

[0 if there exist ¢ and s (g=s not excluded) such, that: (x;, x)€ 7, N ¥'®, iz,

Ta(x,, x) =1 3)
L1 otherwise.
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It is assumed, that the function T,(-) characterizes completely the tolerance relation,
i.e. there exists one-to-one relationship between the relation form and the function T(). The
requirement is satisfied e.g, when each subset z” includes an element x;, that is not

included in any other subset 7. (g=s) (i.e. xi€ 7, and x;¢ 7).

In the paper it is assumed, that the type of the relation (equivalence or tolerance) in the
set X (i.e. the function Ti(-) or 72(')) is not known and it has to be determined on the basis of
pairwise comparisons gi(x;, x;) (=1, ..., N, (x;, x;) X x X)) disturbed with random errors. Each
comparison determines homogeneity or non-homogeneity of elements from the pair only. The
homogeneity means inclusion to the same subset (also to an intersection of some subsets),
non-homogeneity — inclusion into different subsets. In other words the comparisons gi(x;, x;)
do not determine directly the type of the relation; they are only the base for inference.

The result of comparison gy(x;, x;) is the function:

ge:XxX D, D={0,1}, C))
which evaluates homogeneity of the elements x; and x; (inclusion to the same subset), i.e. the
“true” value Ti(x;, x;) or T5(x;, x,).

It is assumed, that the probability of correctness of each comparison satisfies the
conditions:

Pgulx, x)=TAxi, x)) 2 1 - 6, 5¢(0, ), (52)
P(glxi, = THx, X)Xy, X )=THxr, x2))=P((8ilxi, X)=TH(x:, X))P(8xr, X:)=TAx:, X)), (k1)
(5b)
where: f - equals 1 or 2 - according to the actual relation in the set X.
The conditions (5a), (5b) means that the probability of correct comparison is greater

than incorrect one and that the random variables gi(x;, X)), gix,, x,) are independent for k1.




Let us notice, that any comparison gi(x;, x;), which satisfy the conditions (5a, b), may
be equal to Ty(x;, x) (/=1 or 2) or not, as a result of a random error. In particular, the
comparisons obtained for the equivalence relation may be not transitive (e.g.: gu(x;, x)=0,
au(x;, x)=0 and gi(x;, xx)=1), while comparisons for the tolerance relation may be transitive.
Such comparisons may be obtained as results of statistical test, which determines the
inclusion to the same subset and does “not know” the relation type.

The methods of estimation of both relations have been proposed in Klukowski (1990,
2002). In the case of multiple comparisons (N>1) the values gi(-) (=1, ..., N} are agregated
with the use of the average or median. In the first case the estimated form of the equivalence
relation is obtained (under the assumption, that the type of the relation is known) on the basis

of the discrete optimization task:

3 glnx)t T % (-g Gl ©)

min
zl‘ o 28 d,j)El(z,m,..., ) k=) <i,j>sJ(1§‘),..., 2Dy k=1
where:

2P, .., # - an element of feasible set (any form of the equivalence relation in the set X),

I( zfl), <.» 27} - the set of all indices <i, j> satisfying the conditions:

Ljell, .., m}, j>i,

<i, e I(x", ... ) & 3q such, that: (x,, x)e 72,

J( zfl), . x?’) - the set of all indices pairs <i, /> satisfying the conditions:

Lje{l, .., m}, j>i;
<, e J(zf‘), s 15,')) <> it does not exist g such, that: (x;, x))e 12).
The optimal solution of the task with the criterion function (6} (estimated form of the

equivalence relation) will be denoted with the symbols jf"‘"), " jg"w) . The solution can be

characterized with the function:




(0 if there exists ¢ in the relation 7™, ..., j':'”v) such, that (x;, xj)e j'f;‘"v) , 72,

i x) = 1 Q)
1 otherwise.

The minimal value of the function (6) equals zero; it is assumed in the case
gu(x;, x)=8 (x,, x,;) for each (x; x;)e X x X and k (k=1, ..., N). It should be noticed, that the
estimated form of the relation may be not unique, because the number of optimal solutions of

discrete problem can exceeds one; the unique estimate can be selected randomly or with the

N
use of an additional criterion, e.g. min [ > > &0 x)]
20 2 i rer 0, ) k=

In the case of the median from comparisons gx; x) (&=1,...,N, N -
uneven,; (x;, x)€ X x X) the estimated equivalence relation is obtained (under the assumption,

that the type of the relation is known) on the basis of the discrete optimization task:

N (meN) (me,N)
min g7 (i x )+ z 1-g"" (e, x )], (®)
P20 < jrer (P, ) R Uox R ) v
where:

202 1P, ), I, ., xY) - the same as in (6);
g™ (x;,x,) — the median from the comparisons gi(x;, X)), ..., gv(x;, X,).

Let us notice that the median g™ (x,x;) is equal to the majority in the set

{g:i(), ..., gn()}; if f: g,() <%, then g™ ()=0, in the opposite case g""’())=1.
k=1

The optimal solution of the task with the criterion function (8) will be denoted with the
symbols 7™, ., jg"’"’ . The solution can be characterized with the function:

A (Lme) A~ (l.me) A (1,me)

(0 if there exists ¢ in the relation 7™, ..., X such, that (x, x)e z, ™, i,

?fm)(.n‘,x_r)=< (9)

L1 otherwise.




The minimal value of the function (8) equals zero. The estimated form of the relation

780, .4.,22"'“) may be also not unique.

In case of the tolerance relation the optimization tasks assume the form - respectively:

N N

min T gilxnx)+ % > (-8, 0ex D), (10)

1D 2 et (A0, D) R <i, joes (xH, .., gDy k=1
. (me.N) (ma.N)

min | g xix)+ ) a-g™" Gx ), an
22 2P <iprer(®. . £™ <ijrel (AP, 2P)
where:
22, ..., 2 - an element of feasible set (any form of the tolerance relation in the set X),

K x®, .., #) - the set of all indices pairs <i, 7> satisfying the conditions:

i jel, .om), i

<i, e lI(x?, ... %) <3g, s (¢=s not excluded) such, that: (x;, x)e x>~ 7,

. : R C P .
there exists at least one nonempty intersection, i.e. ¥ "N y,” (g#s);
J(Z®, ..., #?) - the set of all indices <y, j> satisfying the conditions:

i,je{l, .., m}, j>i

<i, e J(x?, ..., ) & there does not exist g such, that: (x,, x)e y*”;
J VA . q 7 q

g™ (x:,x,) — the same as in (6).
The properties of the tasks (10), (11) are similar to the properties of the tasks (6), (8).
Optimal solution of each task corresponding to the tolerance relation will be denoted —

respectively: 7, ..., ,ff.:“"') or 3™ ., ;92""" . The solutions can be characterized with the

use of the functions 7 (x;,x,) or 75 (x;,x,) defined as follows:
(0, if there exist q and s (g=s not excluded) such, that: x;, x; € ;222"")0 jﬁz'w)
;(ZW) (xi > xj) %

1 otherwise.

> 172,

(12)



[0, if there exist g and s (g=s not excluded) such, that: x;, & FE A f

t”({"')(x:,xj)=< (13)

l1 otherwise.
3. Procedure of testing of the relation type

As it was mentioned above, both types of relation can be estimated on the basis of the
same pairwise comparisons gi(x;, x;). In the case of unknown relation type the question arises
which of them is true model of data.

The procedure proposed below rests on the differences between comparisons and
estimated form of equivalence and tolerance relation. The procedure consists of two statistical
tests. In the case of averaged comparisons the test statistics is a function of inconsistencies
between comparisons g(x, x;) (k=1, ..., N) and the functions #™(x,,x,), 5 (x:,x,), for the
pairs (x;, x;), which satisfy the condition 7™ (x;,x,)#75"’(x:,x,). In the case of medians from
comparisons, the basis of the tests are inconsistencies between: g™ (x;,x ;) and the

functions 7" (x;,x,), 15(xi,x,), for the pairs (x, x;), which satisfy the condition or

1" G x ) 285 (i, x,)
3.1. Tests for the case of averaged comparisons
The basis for the tests proposed are the random variables Sj, defined as follows:
~av)

S = Iffw’(xu x;) — 8, (xis xj)th Conx) &G x )| (<, j>el$), (14)
where:
I§™ - the set of all pairs of indices <i, />, which satisfy the condition:

ffm (xi> x5) ¢;§W)(xi’ x;);
(G (xi, x,;) and 757 (x;, x,) defined - respectively - in (7) and (12)).

The condition, which define the set /¢, means that:



e in estimated form of the tolerance relation the elements x; and x; are included in an
intersection of two subsets jff"")m jff'""’ (g=s not excluded), while in (estimated)

equivalence relation they are included in different subsets

or

e in estimated form of the tolerance relation the elements x; and x; are not included in any
intersection of subsets (also in the same subset), while in (estimated) equivalence relation they
are included in the same subset.

The test statistics $@* is the sum of random variables S (<i, e 1, k=1, ..., N)

divided by the number of elements in the sum; it assumes the form:

N
@M = o Y Su (1s)

where: #(7¢) — number of elements of the set 7{™.

The properties of the statistics §“™" depend on actual relation type in the set X. Let
us consider firstly the case of the tolerance relation; the expected value and the evaluation of
variance of the variable §“" are determined below.

For simplification it is assumed, that probability of an error in each comparison
8 (xi, x;) (=1, ..., N, j#) is equal to & (see (5a)). In the case, when some probabilities are
lower than & the properties of the procedure proposed (the probabilities of errors in the tests)

are not worse.

In the case when tolerance relation exists in the set X, the estimated form of the

relation is equivalent to the actual (errorless result of estimation), ie. 2{"™,.., 29" =

40, 2@, with the probability P(77,.., 287 = 11®, ., | R®). In this case the

equalities 73 (xi,x) =Ta(e, x)  (<i,7>€1¢) hold. Moreover, each expression
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Ifé‘”’(x,-, x)~8.(xi,x;)| and ‘ff‘")(x,«, x) -8 (xi, x;)| (<i,j>e€1$) is zero-one random
variable; its distribution can be determined on the basis of the properties of the comparison
(random variable) gi(x; x;). The probability function of each random variable
|;‘§‘”’ (o x,) &, (xi» x;)| (<i,/>€ 15) is determined as follows (assuming equality in (5a)):

P 0eis x,) = 8,0 x)] =0 570 =Ta() =
0= =1-6,

(16a)

P(g, (xi, x,) =157 (xi, x;
P Geir x,) - 80 e x ) =1] 57 = Ta0) = Pg, (i %)) # 157 (0 x)) | 157 =T2(0) =36,
(16b)
where: 7\™(-) = T, () means equality for all pairs (x;,x,) € XxX.
Under the assumption 7™ (x;, x,) %75~ (x;, x;) , the probability function of the random

variable lil‘"’ (xi» x;)— 8 (x;, x,)| assumes the form:

P (i x,) = £, (xio x)| = 0] 57O =T20) = P(g, (e x) 2 570 1,0=T20)=6,

(17a)

PO (i x,) ~ 8 0o x| =1} F7 0 = T2 () =

(17b)
P(g, (x x) =15 (i x,)| 570 =T2())=1~6.

The probabilities (16a) — (17b) result from the fact, that for <i, /> ;¢ inequalities
777G, x)285 (x1, x;) and implications: g, (x;, x,) =7\ (x1, x;) =
gk(xh xj) * ;(;v)(xh xj)’ gk(xi: xj) iffw)(x,, xj) = gk(xa, JCj) = ;gm(xn xj) hold.

The equalities (16a) - (17b) indicate:

Su=-1] 5570 =)=

(18)
P[(Iz‘i‘"’(x,,x,) £, G %) = 0N ()~ 8, x| =D £70=T201=6,




P, =1] §70=1.0)=
P[difav)(xn xj)_gk(xh X'j)l = l)ﬁ(

) —on| @y (19)
7Gx x)— 8, (xi x )| = 0| 17O =T20]1=1-6.

1t follows from (18) and (19) that in the case, when the tolerance relation exists in the
set X, the expected value Ex(Sj;) and variance Vary(Su) of each random variable Si,
<i, j>e 1%, assume the form - respectively:

ESp)=-8+1-6=1-26, (20)

Vary(Sye) = (-1-(1 - 28))* & +(1-(1 - 28))? (1-86) = 45 (1 - &). 7))

Fach random variable §** is the sum of the variables Sy divided by their number
#(7™)N. Therefore, the expected value of the variable §¢¥) equals:

Ex(§™M) =#(I)N (1-28) 1 #(187 yN=(1-2). (22

The variance Vary(§“™) of the random variable §“ is evaluated under an
assumption that any random variables Sy and S, (1<k<N), which satisfy the conditions i=r, s
and j#r, s, are independent (i.e. their covariance equals to zero), while remaining variables
may be dependent. The number of covariances equal to zero (for individual k) is denoted
L(J@); if the assumption does not hold, then Z(J{)=0. The evaluation of variance of the
variable §¢" is based on the following facts: each variance of Sy is equal to 441-8) and
each non-zero covariance C(Sj, Srs) is not greater, than 4&1-8). Moreover the number of
variances Vary(Six) (<i, j>€ 1) is equal to #(7¢) and number of covariances (in the set

I&) is equal to #(I)*( #(IEN)-1)2-L(I1E). As a result Vary(§“™) satisfies the

condition:
Var: (8™ < frpia (FUE)) - 2LUE)AS( - 5),
equivalent to:
Var (§™) < 2HS) - 2LAS)YHUT))SA-5) . (23

A




The right-hand side of the inequality (23) can significantly exceed the actual variance
Var,(S“"?), because covariances C(Syx, Srs) may be lower than Vary(Sy), in particular —
negative. More precise evaluation of the variance requires some additional knowledge about
covariances C(Sy, Srs). Sometimes their values can be evaluated, e.g. when the comparisons

gu(x, x;) are obtained from statistical test and covariance of test statistics is known.

The properties (22) and (23) of the random variable §™"’ are valid in the case of

s SO _

errorless estimation result of the tolerance relation (ie. 2, ..., X 2,:(2)

LX) Tt

is not true, then the properties mentioned do not hold. The value of the variable §¥)

obtained for any estimation result (errorless or not) can be treated as a realization of some
mixture of the variables. However, the properties (the expected value and the evaluation of
variance) of only one random variable from the mixture - corresponding to errorless
estimation result - can be determined (without difficuities). Let us notice that the probability
of the errorless estimation result P(7"™,..., 20" = 71V, ., x| R?) is also not easy to
determine; it can be evaluated with the use of simulation approach, e.g. boot-strap techniques.
In the case, when the equivalence relation exists in the set X and the result of

estimation is errorless the distribution of the random variable §‘*" (defined in (15)) can be
obtained in similar way. The distributions of the random variables Ifl(‘")(xi, x;)—8:(xi, x ,-)|

and |f§”"’(xi, x) -8 (xi, x;)| (<i,j>€ 1) are determined as follows (assuming equality in

(52)):
Aav) _ =0l Y= () =
PU™ (s x,) - 8, (e x| = 0] H™O=T1()) 2ia)
P(gk(xi’xj)zil(m?(xi:xi)l ﬁW)('):Tl(‘)):l_&
~av) Y o =1] XM= T () =
P (s x) - 84 (o x )| = 1] HVO=T10) 245)

P(g,(xi, x)# 1 Go x )| 67O =T10) =9,



P x,) - 8, (e x,)| =0) £V O =Tu() =

(25a)
P(g,(xi, x) =15 (e )| VO =11 0) = 6,
P (e x)) - 80 (i )| = 1] 7O =Ti() = 2sb)
P(g(xi, x))#i57 (io x)| 1™ =Th()=1-5.
From (24a) - (25b) it follows, that:
P(S,-ﬂ, = “ll iEW)(xh x/) :Tl(xl': Xj)) =
PG (o x,) — 8, (e x )| = O NG x) - 8, (e x ) =D | 70 =T 0O1=1-3,
(26a)

P(S, =1 i (x, x) = T1(xi» x,)) =
PG G ) - 8l )] = DAEE 0 ) 8,500 x| = 0] 7O =T101=8,  (26b)

where: 7{™()) = 7, (-) means equality for all pairs (x;,x;) € XxX.

The formulas (25a) and (26b) are the basis for determination of expected value and
variance of each random variable Sy

Ex(Sp)=-1+6+8=25-1, 27

Vari(Sy) = 45(1 - 6). (28)

The form of above parameters allows to determine the expected value and evaluation
of variance of the random variable §¢", when the equivalence relation exists in the set X.
The expected value equals:

Ey(§™M)y=28-1, (29)
while the variance satisfy the condition;

Var (§") < 5 #(1.)~2LU.) (1) - 6), (30
the same as condition (23).

The properties (29) and (30) hold for the equivalence relation, when errorless

estimation result occurs. However, with the probability
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