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Abstract

We show how the basic Bellman and Zadeh’s (1970) model of multi-
stage decision making (control) in a fuzzy environment can be extended
to account for human perceptions concerning its basic elements, i.e. the
fuzzy constraints and fuzzy goals, by introducing objective (related more
to measurements) and subjective (related more to perceptions) fuzzy con-
straints and fuzzy goals. To illustrate the extended, perception based
model, we present a fuzzy socioeconomic sustainable regional development
model initiated by Kacprzyk and Straszak (1984), and further developed
by Kacprzyk (1997), Kacprzyk, Romero and Gomide (1999), etc. The
model may be viewed as as example of how fuzzy logic, or — more gen-
erally — the computing with words paradigm, can help devise new more
human consistent, perception based models.

Keywords: multistage decision making (control) under fuzziness, fuzzy
dynamic programming, computing with words, perceptions, socio-cconomic
planning, regional development.



1 Introduction

Traditionally, computing involves basically the manipulation of numbers that
are, in a natural way, supplicd by (objective and precise) measurements. Hu-
mans, however, cvaluate and assess virtually all aspects chracterizing reality
around them not by means of measurcinents but by cmploying perceptions.
Though a pivital role of perceptions has been recognized for a long time in
various domains of science, no formal, "computational” approach to deal with
perceptions has been proposed.

Computing with words seems to be the first constructive yet. simple enough
attemnpt to devisc a formal apparatus to calculate with perception. Its point of
departure is natural: humans employ mostly words in computing and reasoning,
arriving at conclusions expressed as words from premiscs expressed in a natural
langnage or having the form of mental perceptions. As used by humans, words
have fuzzy denotations, and the same applies to the role of words in computing
with words.

Computing with words, as a general paradigin, has been proved to be suc-
cessful in many arcas, and the the best source of various approaches is here
Zadeh and Kacprzyk's (1999) volumes. In this paper, we present its use in ex-
tending — by making it possible to reflect and express perceptions — Bellman and
Zadeh’s (1970) general approach to decision making in a fuzzy environment that
is a framework for all fuzzy decision making, optimization, control, etc. models,
and presumably the most widely used gencral fuzzy approach [cf. Kacprzyk’s
(1983, 1997) books|. Then, we will show as an example its use in a sustainable
regional development planning model developed over the years by Kacprzyk and
Straszak (1984), Kacprzyk (1997), Kacprzyk, Romero and Gomide (1999), etc.

2 Extending Bellman and Zadeh’s approach to
decision making and control under fuzziness

In Bellman and Zadeh’s (1970) model, if X = {z} is some set of possible options
(alternatives, variants, choices, decisions, ...), then the fuzzy goal is defined as
a fuzzy sct G in X, characterized by its membership function g : X — [0,1]
such that pg(z) € [0,1] specifies the grade of membership of a particular option
z € X in the fuzzy goal G, and the fuzzy constreint is similarly defined as a
fuzzy set C in the set of options X, characterized by pic : X — [0,1] such that
pe(z) € [0,1] specifics the grade of membership of a particular option z € X in
the fuzzy constraint C.

The general problem fortnulation is: “Attain GG and satisfy C” which leads
to the fuzzy decision

1up{z) = pe(z) A pelz), for each z € X (1)

where “A” is the minimum that may be replaced by another appropriate opera-
tion (c.g., a t-norm).




The mazimizing decision is defined as an z* € X such that
z*) = 2
pp(z*) max j1p () (2)

The human factor is crucial in reality, and this implies that the satisfaction
of constraints and attainment of goals have both an objective and subjective
aspect. The Bellman and Zadeh’s (1970) framework can therefore be extended
by introducing: an ebjective fuzzy goal pc (), a subjective fuzzy goal pg, (),
an objective fuzzy constraint pc, (), and a subjective fuzzy constraint pc, (x).

We wish to “Attain {G, and G,] and satisfy [C, and C,]” which leads to the
fuzzy decision

up(x) = [pa, (2) A pe, (D) A lue, () A pe, (2)], forcachze X (3)

and the mazimizing, or optimal decision is defined as in (2).

This framework can be extended to handle multiple fuzzy constraints and
fuzzy goals, and also fuzzy constraiuts and fuzzy goals defined in different spaces
[cf. Kacprzyk (1997)]. Namely, if we have: n, > 1 objective fuzzy goals —
Gl,...,G7 defined in Y, ny > 1 subjective fuzzy goals — GL,...,G?* defined
in ¥, m, > 1 objective fuzzy constraints — C},...,C™ defined in X, m, > 1
subjective fuzzy constraints — C?,...,C™ defined in X, and a function f :
X —Y,y= f(z), then

up(z) =
= (palf@NA - Apgpelf@) A (el f@)] A A f(@)]) A
Alpc(E) A A pepe (D] Alper (@) A A peps (T)] A
Alpoi(T) Ao A pome ()], for each z € X (4)

and the mazimizing decision is defined as (2), i.e. pp(z*) = maxzex pp().

3 Extending multistage decision making (con-
trol) in Bellman and Zadeh’s setting

The control process proceeds basically as follows. The decision (control) space
isU = {u} = {c1,...,Cm}, the state (output) space is X = {z} = {s1,...,5n},
and both are finite. We start from an initial state zo € X, apply a decision
(control) ug € U, which is subjected to a fuzzy constraint peo(ug), and attain a
state z; € X via a known state transition equation of the system under control
S; a fuzzy goal pei(z1) is imposed on z;. Next, we apply ui, subjected to
o1 (ur), and attain z2, subjected to pgz(zy), etc.

The (deterministic) system under control is described by a state transition
equation

Tepr = flTe, 1), t=0,1,... (5)

where z,, 2341 € X = {s1,..., 8n} arc the states at ¢ and ¢ + 1, respectively, and
ue € U = {c1,...,0m} is the decision (control) at .




At t, t = 0,1,..., u, € U is subjected to a fuzzy constraint pce(u,), and
on ey € X a fuzzy goal is imposed, pge+r(xe41). The fixed and specified in
advance initial state is zo € X, and the termination time (planning horizon},
N € {1,2,...}, is finite, and fixed and specified in advance.

The performance of the particular decision making (control) stage ¢, ¢t =
0,1,...,N — 1, is given by

v = pree () A prgen (Tes1) = poe () A pigees [f(e, )] (6)

while the performance of the whole multistage decision making (control) process
is given by the fuzzy decision

pp(’lto,...,uN_l |.’L‘()):‘Uo/\‘U1/\‘../\‘UN__1 =

= lucouo) A (@)l A Alion-1 (uv-1) Apgn(en)] (7)
The problem is to find an optimal sequence of decisions (controls) ug, ..., wx_;
such that
up(ug, ... uh_; | zo) = max  pplug,...,un—1 | To) (8)
Uyt €U

Kacprzyk’s (1997a) book provides and wide coverage of various aspects and
extensions to this basic formulation.

In case of an extention proposed in this paper and outlined in Section 2 in
which the objective and subjective fuzzy constraints and fuzzy goals are assumed,
we have, at each £ == 0,1,..., N — 1: an objective fuzzy constraint I‘c}("t) and
a subjective fuzzy constraint pcy(w:), and an objective fuzzy goal pger (uet1)
and a subjective fuzzy constraint HG5+1(U¢+1).

The (extended) performance of the particular stage ¢, t = 0,1,...,N — 1, is
then given by

T = [moe () A poe(w)] A [pee (@) A gy ()] (9)

which can be schematically shown as in Figure 1.
The (extended) performance of the whole multistage decision making (con-
trol) process is then given by the fuzzy decision

u—ﬁ(ug,... YUN -1 I t:lto) =TpATIA...ATN =
= {luco(uo) A pco(uo)] Alas (@) A nes ()]} A ..
= A{lpgr-1(unan) Aper-(un-)] Alper(zn) A per(zn)]} (10)

and we seck again an ug,...,ujN_, such that
- .
115(2g, . -y Un_y | To) = max —(tg,...,un—~1 | To 11
Bl i [20) = | max (o, yuwi | 90) (1)

There is an extremely relevant aspect related to the subjective fuzzy con-
straints and fuzzy goals. Consider subjective fuzzy goals in which this is pre-
sumably much more pronounced than in subjective fuzzy constraints. Namcly,
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Figure 1: Evaluation of (extended) performance of decision making (control)
stage ¢

it often happens that the (subjective) human satisfaction resulting from the at-
tainment of some level of z,41 — exemplified by a value of a life gnality index
in Scction 4 — depends not only on the "objectively attained” value but on how
this value looks like in comparision with the past, future prospects, etc, For
simplicity, let us concentrate on he past only.

The trajectory of the multistage decision making (control) process from t = 0
to a currcct stage t = k is

Hy = (z0,10,C5,CY,21,GL, Gl uemy, CE7 CE7Y oy, G, GF) (12)

that is, it involves all aspects of what has happended in terms of decisions
aplied, states attained, and objective and subjective opinions of how well the
fuzzy constraints have been satisfied and fuzzy goals attained. However, it is
often sufficient to take into account the reduced trajectory

g = (Tpog, e, CF 72,082 gy 1, GET, G oy, CE1 CF 7 0y, GE,GE)

(13)
which only takes into account the current, ¢ = &, and previous stage, t = k — 1.
Let us assume this reduced trajectory.

A further simplification is that with a trajectory, or reduced trajectory, an
evaluation function is associated, £ : S(Hy) — [0,1] or e : S(he) — [0,1],
where S(Hy) and S(hy) are the sets of trajectories and reduced trajectories,
respectively, such that E(Hy) € [0,1] and e(hy) € [0,1] denote the satisfaction
of the past development, from 1 for full satisfaction to 0 for full dissatisfaction,
through all intermediate values.

The subjective fuzzy coustraints and huzzy goals are now:

o when the (reduced) trajectory is accounted for

pox (g | h) and  pox(uy | hy)
° 3 (14)
perr (@ i) and por (@ig1 | he)



e when the evaluation of the (reduced) trajectory is accounted for

{ perlux | E(h)] and  pexfug | B(hy)] (15)
Bgsrileess | E(he)]l  and  pogree[orgn | Blh)]

Problem (8) can be solved using the following two basic traditional tech-
niques: dynamic programming, and branch-and-bound, and also using the two
new ones: a neural network, and a genctic algorithin. We will only briefly show
the use of dynamic prograniming, and refer the redear for an extensive coverage
on this and other solution techmiques to Kacprzyk’s (1997a) book.

First, we rewrite (8) as to find ug,...,u}_, such that
po(ug, ..., un_y | zo) =
= max [poo(uo) Aper(a) A ...
UQ, - UN —1
oo Apgn-t{un-1) A pen (Flan-1, un—1))) (16)

and then, since
pon-1(un_1) A pen (flen-1, un-1))

depends only on upy_, then the maximization with respect to ug,...,un_1 in
(16) can be split into:
e the maximization with respect to ug,...,uny—2, and

e the maximization with respect to un.1,

written as

1o (U5, uy_q | To) =
= max  {pco(uo) A pign (T1) A ...
SN2

uno,- N
oA pen-a(uy_g) A pen-i(ZN_y) A
A II‘T’;’I‘[I“C”-‘(“N—I) A gy (fEn-1,un-1))]} (17

which may be continued for uy.q, uy_3, etc.
This backward iteration leads to the following set of fuzzy dynamic program-
ming recurrence equations:

Hgn =i (TN--i) =
= maxuy_[pov-i(un—i) A per-{(xN_i) A pgv-+ (Tn—ip1)]  (18)
Tn-ir1 = f(TN—i,UN_i); i=0,1,...,N

where [LENfi((EN_i) is viewed as a fuzzy goal at control stage ¢ = N — 1 induced
by the fuzzy goal at t = N —i+1,¢=0,1,...,N; [la-N(IN) = pon{zN).

The ug,...,un—1 sought is given by the successive maximizing values of
un—i, t = 1,...,N in (18) which are obtained as fnnctions of zy_;, i.c. as an
optimal policy, an—; : X — U, such that un_; = ay-i(xn_i).




It casy to notice that if we use the subjective fuzzy constraints and fuzzy
goals to extend the above fuzzy dynamic programining model, then the very
idea of dynamic programming, i.e. the use of backward iteration represented by
the recurrence equations (18), prohibits the use of subjective fuzzy constraints
and subjective fuzzy goals being function of the trajectory, or any cvalation
of the trajectory, as both of them are somehow calculated on the basis of out-
comes of control stages prior to those which have been accounted for so far while
proceedings with backward iteration. Therefore, if we intend to employ fuzzy
dynamic programming, as in this paper, we can only use the subjective fuzzy
constraints and goals depending on the current value of decision (control) ap-
plied and state attained. The involvement of subjective fuzzy constraints and
goals depending on the trajectory or its evaluation needs another approach as,
e.g., the use of a genetic algorithm [cf. Kacprzyk (1996, 1997b, 1998)] or a neural
network based approach by Francelin, Gomide and Kacprzyk (1995, 2001, 2002),
Kacprzyk, and Francelin and Gomide (1998).

Therefore, by involving the line of rcasoning (16)—(18), using the objective
and subjective fuzzy constraints and fuzzy goals: HoN-+ (un—;) and BoN—i (un—i),
and [lcy—i+l(IN_i+l) and pgv-in1(Ty—it1), fori = 1,2,..., N, we arrive at the
following set of (extended) dynamic programning recurrent equations:

pgr-i(En—i) =
= maxyy_ {[pey-i(un—i) A pon—i(un_;)A
A H (19)
s+ (@) A iar—s (B—e) A 551 (@—i3 )1}
ZN—it1 = f(EN-i, uN-); i=0,1,...,N

4 Sustainable socioeconomic regional development
planning under fuzziness

Regional development is a problemn of general importance but difficult to formal-
ize and solve as it involves various aspects {political, economic, social, environ-
mental, technological, etc.), different partics (inhabitants, authorities of different
levels, formal and informal groups, etc.), and many entities that are difficult to
precisely single out, define and quantify. To overcome these difficulties, the use
of a fuzzy model was Kacprzyk and Straszak (1982a, b,1984), and then extended
by Kacprzyk (1997a), and Kacprzyk, Francelin and Gomide (1998). They con-
sider a (rural) region plagued by severe difficulties mainly related to a poor life
quality perceived. Hence, life quality (or perception therof) should be improved,
by some (mostly external) funds (investments) whose amount and their teniporal
distribution should be found. We will show now how the extended, perception
based model developed above can be employed.
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Figure 2: Essential clements of socioeconomic regional development

4.1 A multistage fuzzy decision making model of regional
develoment planning

For our purposes the essence of socioeconomic regional development nay be
depicted as in Figure 2. The region is represented by a socioeconomic dynamic
system under control whose state at development (planning) stage t — 1, X;—;,
is characterized by a sct of relevant sociocconomic life quality indicators. Then,

the decision (investment), at ¢ — 1, u;1, changes X,..; to X5t =1,...,N, and
N is a finite, fixed and specificd planning horizon.
The assessment of a planning stage t, t = 1,..., N, is performed by account-

ing for both the “goodness” of the 1, applied (i.e. costs), and the “goodness”
of the X, attained (i.e. benefits); the former has to do with how well some con-
straints are satisfied, and the latter with how well some goals are attained. We
will involve a subjective assessment for the attainment of fuzzy goals only.

First, the socioeconomic system is represented as in Figure 3. Its state (out-
put) X, is cquated with a life quelity indez that consists of the following seven
life quality indicators (i.e. X¢ = [z},...,2]]):

e z} — economic quality {e.g., wages, salaries, income, ...),

e 27 — environmental quality,

e 3 - housing quality,

o x] — health service quality,

e 27 — infrastructure quality,


































